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1. The truncation error v.s. the truncation mode for $f(x) = \cos\left(\frac{x}{10}\right)e^{-5x^2}$ is plotted, with $\beta = 0$ and $\alpha = 4, 3.1$ or 1.

2. The $L^2$-errors of the HSM to FKE Equation 5.36 v.s. the truncation mode $N = 5, 15, 25, 35$ and 45 is plotted, with $\alpha = 1.4$, $\beta = 0$ and the time step $dt = 10^{-5}$.

3. The flowchart of our algorithm, where $\beta' \in \{\beta_j\}_{j=0}^J$.

4. Almost linear filter is investigated with our algorithm and the particle filter with 10 and 50 particles. The total experimental time is $T = 50s$. And the update time is $\Delta t = 0.01$.

5. Cubic sensor in the channel is experimented for $T = 50$, with the time step $\Delta t = 0.01s$, by both particle filter and our algorithm.

6. The normalized density functions are plotted every other 1s for the cubic sensor in the channel.

7. 1D “time-varying” almost linear sensor, with the initial condition $u_0(x) = e^{-x^2/2}$. Black: real state; Green: extended Kalman filter; Red: our algorithm.

8. For $d = 2$, $N = 31$. Left: the index set $\Omega_N$ of RHC. Right: the index set $\Omega_{N,\gamma}$ of OHC with $\gamma = 0.5$.

9. In $d = 2$, level $L$ ranging from 2 to 4. Left: the abscissas of Hermite functions. Right: the indices in the index set. The larger the dot is, the lower the level.


11. The $L^2$ error of $u_N$ with respect to the level in $d = 2, 3$ and 4 is drawn.
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This dissertation provides an affirmative answer to the well-known half century old engineering question raised by Office of Naval Research: How can one solve nonlinear filtering (NLF) problems in real time without memory, if enough computational resources are provided? Instead of the prestigious Kalman filter (KF) and its derivatives to estimate the mean and the covariance matrix of the states, we resort to solving the Duncan-Mortensen-Zakai (DMZ) equation, which is satisfied by the un-normalized probability density function of the states. In this dissertation, we develop a novel algorithm, which is applicable to the most general settings of the NLF problems and keeps two of the most important properties of KF: real-time and memory-less.

Briefly speaking, in our algorithm, we split the approximation of the conditional density function into two parts: one part could be pre-computed before any on-line experiments ran (so-called off-line computation); the other part has to be synchronized the real-time data with the pre-computed data (so-called on-line computation). More precisely, the off-line computation solves a forward Kolmogorov equation (FKE) with the initial conditions, which are chosen to be a complete base functions in square-integrable function space, while the on-line part computes the projection of the conditional density function at each time step onto the basis, and then synchronize them with the off-line data to obtain the conditional density function at the next time step.
SUMMARY (Continued)

First, we validate our algorithm theoretically, by estimating the convergence rate with respect to the sampling frequency. Second, we tackle some difficulties in the implementation of our algorithm and apply it to some 1-D benchmark NLF problems. Compared with the two most widely used methods nowadays, extended Kalman filter and particle filters, our algorithm surpasses both of them in the real-time manner with comparable accuracy. Last, when we investigate the application of our algorithm to the high-dimensional state NLF problems, we combine the sparse grid algorithm with the Hermite spectral method to serve as the off-line solver of FKE. The convergence rate is investigated both theoretically and numerically.
CHAPTER 1

INTRODUCTION

Tracing back to 1960s, two most influential mathematics papers (36), (34) have been published in ASME’s Journal of Basic Engineering. These are so-called Kalman filter (KF) and Kalman-Bucy filter. They addressed a significant question: How does one get accurate estimate from noisy data? The applications of KF are endless, from seismology to bioengineering to econometrics. The KF surpasses the other existing filtering in, at least, the following two aspects:

- The KF uses each new observation to update the state of the system without referring back to any earlier observations. This is so-called “memory-less” or “without memory”.
- The KF makes the decisions of the state instantaneously, while the observation data keep coming in. This property is called “real-time”.

Despite its success in many real applications, the limitations on the nonlinearity and Gaussian assumption of the initial probability density of the KF pushed mathematicians and engineers to seek the optimal nonlinear filtering (NLF). One direction is to adapt the KF to the nonlinearities. The researchers developed extended Kalman filter (EKF), unscented Kalman filter, ensemble Kalman filter, etc., which could be used to handle weak nonlinearities (say, the almost linear ones). But for serious nonlinearities, they may completely fail.
Another direction, and also the most popular method nowadays, are the particle filters (PF), refer to as (1), (2) and reference therein. They are developed from sequential Monte Carlo methods. On the one hand, the PF are applicable to the nonlinear, non-Gaussian scenarios. As the number of particles goes to infinity, the PF become asymptotically optimal. On the other hand, they are hard to implement as a real-time application, due to its essence of Monte Carlo simulations.

Besides the two widely used methods above, the partial differential equations (PDE) methods are introduced to the NLF in 1960s. These methods are based on the fact that the un-normalized conditional density of the states is the solution of Duncan-Mortensen-Zakai (DMZ) equation, refer to as (15), (41) and (60). Yet, the main drawback of the PDE methods are the intensive computation. It is almost impossible to achieve the “real-time” performance. To overcome this shortcoming, the splitting-up algorithm is introduced to move the heavy computation off-line. It is like the Trotter product formula from semigroup theory. This operator-splitting algorithm is proposed for the DMZ equation by Bensoussan, Glowinski, and Rascanu (10). More research articles which follow this direction are (28), (42) and (31), etc. In 1990s, Lototsky, Mikulevicius and Rozovskii (38) developed a new algorithm (so-called $S^3$-algorithm) based on the Cameron-Martin version of Wiener chaos expansion. Unfortunately, it is pointed out in (10) that the soundness of these algorithms are verified only to the filtering with bounded drift and observation terms (i.e., $f$ and $h$ in Equation 2.1). In 2008, Yau and Yau (59) developed a novel algorithm to solve the “pathwise-robust” DMZ equation (see Equation 2.6), where the boundedness conditions are weakened to some mild growth conditions on $f$ and $h$. The two nice
properties of the KF have also been kept in this algorithm: “memory-less” and “real-time”. But their algorithm has only been rigorously proved in theory, when the drift term, the observation term \((f, h \text{ in Equation } 2.1)\) are not explicitly time-dependent, the variance of the noises \((G \text{ in Equation } 2.1)\) is the identity matrix, and the noises are standard Brownian motion processes \((S = I_{r \times r}, Q = I_{m \times m} \text{ in Equation } 2.1)\). Let us refer to the case studied in (59) as the “time-invariant” one in this dissertation.

The first task of this dissertation is to extend the algorithm in (59) to the most general settings of NLF problems, in the sense that the drift term, the observation term could explicitly depend on time, the variance of the noises \(S, Q\) are also time-dependent, and \(G\) could be a matrix of functions of both time and the states. We shall validate our algorithm under very mild growth conditions on \(f, h\) and \(G\), for example Equation 3.30, Equation 4.2 and Equation 3.45, etc. These are essentially time-dependent analogue of those in (59). First of all, this extension is absolutely necessary. Many real applications have explicit time-dependence in their models, say the target orientation angle estimation for target position/velocity in constant turn model, where the angular velocities are piecewise constant functions in time, see (46). Second, this extension is nontrivial from the mathematical point of view. A trickier analysis of the PDE is required. For instance, we need to take care of the more general elliptic operator \(D^2_w\), see the definition in Equation 2.7, rather than the Laplacian.

The second task in this dissertation is to implement our algorithm with 1-D state to achieve the “real-time” and “memory-less” manner. In the implementation, we shall solve the forward Kolmogorov equation (FKE) Equation 2.13 with the Hermite spectral method (HSM). There
are two reasons that we choose HSM: on the one hand, HSM is particularly suitable for functions defined on the unbounded domain which decays exponentially at infinity; on the other hand, HSM could be easily patched with the numerical solution obtained in the previous time step while the moving-window technique is in use in the on-line experiments.

The HSM itself is also a rich research field, which could be traced back to 1970s. In (21), Gottlieb et. al. gave the example \( \sin x \) to illustrate the poor resolution of Hermite polynomials. To resolve \( M \) wavelength of \( \sin x \), it requires nearly \( M^2 \) Hermite polynomials. Due to this fact, they doubted the usefulness of Hermite polynomials as basis. The Hermite functions inherit the same deficiency from the polynomials. Moreover, it is lack of fast Hermite transform (some analogue of fast Fourier transform). Despite of all these drawbacks, the HSM has its inherent strength. Many physical models need to solve a differential equation on an unbounded domain, and the solution decays exponentially at infinity. From the computational point of view, it is hard to describe the rate of decay at infinity numerically or to impose some artificial boundary condition cleverly on some faraway “boundary”. Therefore the Chebyshev or Fourier spectral methods are not so useful in this situation. As to the HSM, dealing with the behavior at infinity is not necessary. Recent applications of the HSM can be found in (17), (19), (27), (48), (57), etc.

To overcome the poor resolution, a scaling factor is necessary to be introduced into the Hermite functions, refer to (6), (7). It is shown in (7) that the scaling factor should be chosen according to the truncated modes \( N \) and the asymptotical behavior of the function \( f(x) \), as \( |x| \to \infty \). Some efforts have been made in seeking the suitable scaling factor, see (7), (55), (48),
etc. To optimize the scaling factor is still an open problem, even in the case that $f(x)$ is given explicitly, to say nothing of the exact solution to a differential equation, which is generally unknown a-priori. Although some investigations about the scaling factor have been made theoretically, as far as we know, there are no practical guidelines of choosing a suitable scaling factor. Nearly all the scaling factors in the papers with the application of HSM are obtained by the trial-and-error method. Thus, we believe it is necessary and useful to give a practical strategy to pick an appropriate scaling factor and the corresponding truncated mode for at least the most commonly used types of functions, i.e. the Gaussian type and the super-Gaussian type functions. The strategy we shall give in section 5.2.2 only depends on the asymptotic behavior of the function. In the scenario where the solution of some differential equation needs to be approximated (the exact solution is unknown), we could use asymptotical analysis to obtain its asymptotic behavior. Thus, our strategy of picking the suitable scaling factor is still applicable.

Let us draw our attention back to the implementation of our algorithm to NLF problems. Through our study of HSM to FKE, the off-line data could be well prepared. However, when synchronizing the off-line data with the on-line experiments, to be more specifically, updating the initial data on-line, another difficulty arises due to the drifting of the conditional density function. The untranslated Hermite functions with limited truncation modes could only resolve the function well, if it is concentrated in the neighborhood of the origin. Let us call this neighborhood as a “window”. Unfortunately, the density function will probably drift out of the current “window”. The numerical evidence is displayed in Figure 6. To efficiently solve this problem, we for the first time introduce the translating factor to the Hermite functions and
the moving-window technique for the on-line implementation. The translating factor helps the moving-window technique to be implemented more neatly and easily. The idea of the moving-window technique is to shift the windows back and forth according to the “support” of the density function, by tuning the translating factor. Three NLF problems are solved numerically by our algorithm and compared with either EKF or PF. It is verified numerically that our algorithm is superior to both of them in the “real-time” manner.

The last task of this dissertation is to investigate our algorithm with high-dimensional state. That is, we need to solve the FKE in $\mathbb{R}^d$, where $d > 1$ is the dimension of the state. Among the existing literature, the Hermite and Laguerre spectral methods are the commonly used approaches to solve the PDE based on orthogonal polynomials in infinite interval, referring to (19), (57). Although the Hermite spectral method (HSM) appears to be a natural choice, it is not as widely used as the Chebyshev and Fourier spectral methods, due to its poor resolution (21) and the lack of fast algorithm for the transformation (8). However, it is shown in (6) that an appropriately chosen scaling factor could greatly improve the resolution. Moreover, we present practical guidelines of choosing the suitable scaling factors for Gaussian/super-Gaussian functions (39).

Nevertheless, the main difficulty comes from the so-called “curse of dimensionality”. Take the target tracking problem in 3-dim as example, there are at least six states involved in this system (three for position, three for velocity). That is, we need to solve a linear parabolic PDE in $\mathbb{R}^6$. Naively, if we implement the spectral method with tensor product formulation and assume that $N$ modes need to be computed in each direction, then the total amount of the computation
is $N^6$. Even with moderately small $N$, it is still not within the reasonable computing capacity. An efficient tool to reduce this effect is the *sparse grids approximations* from Smolyak’s algorithm (54), which is based on a hierarchy of one-dimensional quadrature. It has a potential to obtain higher rates of convergence than many existing methods, under certain regularity conditions. For example, the convergence rate of Monte Carlo simulations are $\mathcal{O}(N^{-\frac{1}{2}})$ with $N$ sample points, while the sparse grids from (54) achieves $\mathcal{O}(N^{-r}(\log N)^{(d-1)(r+1)})$, provided that the function has bounded mixed derivatives of order $r$. The studies of sparse grids start from the basis functions in the physical spaces: piecewise linear multiscale bases (13), wavelets (13), (49). In the recent decade, the hyperbolic cross (HC) approximation in the frequency space has also been investigated with various basis functions: Fourier series (22), (24), polynomial approximations generated from the Chebyshev-Gauss-Lobatto points (4), Jacobi polynomials (51).

Although the regular hyperbolic cross (RHC) approximation reduce the effect of the “curse of dimensionality” in some degree, the convergence rate still deteriorates slowly with the dimension increasing (noting the term $(\log N)^{(d-1)(r+1)}$ in the previous paragraph). To completely break the “curse of dimensionality”, the optimized hyperbolic cross (OHC) approximation is introduced in (24). It has been shown in (36) that the convergence rate of the OHC approximation with $\gamma \in (0, 1)$ (see definition in Equation 6.40) with Fourier series is of $\mathcal{O}(N^{-r})$ in our notation, where the dimension enters the big-$\mathcal{O}$. We shall first establish the error estimate for the HC approximations with properly scaled Hermite functions in the weighted Korobov spaces $K_{\alpha, \beta}^m(\mathbb{R}^d)$, see Equation 6.28. Next, we shall study the application of the Galerkin-type HSM
with the HC approximation to high-dimensional linear parabolic PDEs. The error estimates in appropriate weighted Korobov spaces are investigated under various conditions (cf. conditions \((C_1)-(C_6)\) in Chapter 6). There also exists a rich literature on the applications of sparse grids algorithms. It has already been successfully applied to problems from the integral equations (26), to interpolation and approximation (35), to the stochastic differential equations (50), (43), to high dimensional integration problems from physics and finance (20), and to the solutions to elliptic PDEs, (61), (52). As to the parabolic PDEs, they are treated with a wavelet-based sparse grid discretization in (56). Besides the finite element approaches, they are also handled with finite differences on sparse grids (23) and finite volume schemes (29). Griebel and Oeltz (25) proposed a space-time sparse grid technique, where the tensor product of one-dimensional multilevel basis in time and a proper multilevel basis in space have been employed. To our best knowledge, it is the first time in this paper that the Galerkin HSM with sparse grids algorithm is applied to parabolic PDEs, and the error estimates are obtained in the appropriate spaces.
CHAPTER 2

MODEL AND ALGORITHM

The model we are considering is the signal observation model with explicit time-dependence in the drift term, observation term and the variance of the noises:

\[
\begin{align*}
   dx_t &= f(x_t, t)dt + G(x_t, t)dv_t, \\
   dy_t &= h(x_t, t)dt + dw_t,
\end{align*}
\]

(2.1)

where \(x_t\) and \(f\) are \(n\)-vectors, \(G\) is an \(n \times r\) matrix, and \(v_t\) is an \(r\)-vector Brownian motion process with \(E[dv_t dv_t^T] = Q(t)dt\), \(y_t\) and \(h\) are \(m\)-vectors and \(w_t\) is an \(m\)-vector Brownian motion process with \(E[dw_t dw_t^T] = S(t)dt\) and \(S(t) > 0\). We refer to \(x_t\) as the state of the system at time \(t\) with some initial state \(x_0\) (not necessarily obeying Gaussian distribution) and \(y_t\) as the observation at time \(t\) with \(y_0 = 0\). We assume that \(\{v_t, t \geq 0\}, \{w_t, t \geq 0\}\) and \(x_0\) are independent. For the sake of convenience, let us call this system with explicit time-dependence in \(f, h\) and \(G\) the “time-varying” case, while the one without explicit time-dependence the “time-invariant” as those studied in (59).

Let us assume throughout the dissertation that \(f, h\) and \(G\) are smooth, say \(C^2\) in space and \(C^1\) in time. However, some growth conditions on \(f, h\) and \(G\) will be specified later in the study of “pathwise-robust” DMZ equation.
The unnormalized density function $\sigma(x, t)$ of $x_t$ conditioned on the observation history $Y_t = \{y_s : 0 \leq s \leq t\}$ satisfies the DMZ equation (for the detailed formulation, see (15), (41) and (60))

$$
\begin{align*}
\begin{cases}
    d\sigma(x, t) = L\sigma(x, t)dt + \sigma(x, t)h^T(x, t)S^{-1}(t)dy_t \\
    \sigma(x, 0) = \sigma_0(x),
\end{cases}
\end{align*}
$$

(2.2)

where $\sigma_0(x)$ is the probability density of the initial state $x_0$, and

$$
L(*) \equiv \frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} \left[ (G Q G^T)_{ij} \right] - \sum_{i=1}^{n} \frac{\partial (f_i \ast)}{\partial x_i},
$$

(2.3)

where $(G Q G^T)_{ij}$ is the $(i, j)$th entry of the matrix and $f_i$ is the $i$th component of $f$.

We won’t solve the DMZ equation directly, due to the following two reasons. On the one hand, the DMZ equation, i.e. Equation 2.2, is a stochastic partial differential equation due to the term $dy_t$. There is no easy way to derive a recursive algorithm to solve this equation. On the other hand, in real applications, one may be more interested in constructing robust state estimators from each observation path, instead of having certain statistical data of thousands of repeated experiments. Here, the robustness means our state estimator is not sensitive to the observation path. This property is important, since in most of the real applications, the observation arrives and is processed at discrete moments in time. The state estimator is still expected to perform well based on the linear interpolation of the discrete observations, without the knowledge of the real continuous observation path.
For each “given” observation, making an invertible exponential transformation as in (47)

$$\sigma(x, t) = \exp[h^T(x, t)S^{-1}(t)y_t] \rho(x, t), \quad (2.4)$$

the DMZ equation is transformed into a deterministic partial differential equation (PDE) with stochastic coefficients, which we will refer as the “pathwise-robust” DMZ equation

$$\begin{cases} 
\frac{\partial \rho}{\partial t}(x, t) + \frac{\partial}{\partial t}(h^T S^{-1} y_t \rho(x, t)) = \exp(-h^T S^{-1} y_t) \left[ L - \frac{1}{2} h^T S^{-1} h \right] \cdot \exp(h^T S^{-1} y_t) \rho(x, t) 
\end{cases} \quad \rho(x, 0) = \sigma_0(x). \quad (2.5)$$

Or equivalently,

$$\begin{cases} 
\frac{\partial \rho}{\partial t}(x, t) = \frac{1}{2} D^2 \rho(x, t) + F(x, t) \cdot \nabla \rho(x, t) + J(x, t) \rho(x, t) 
\end{cases} \quad \rho(x, 0) = \sigma_0(x), \quad (2.6)$$

where

$$D^2 = \sum_{i,j=1}^{n} (GQG^T)_{ij} \frac{\partial^2}{\partial x_i \partial x_j}, \quad (2.7)$$

$$F(x, t) = \left[ \sum_{j=1}^{n} \frac{\partial}{\partial x_j} (GQG^T)_{ij} + \sum_{j=1}^{n} (GQG^T)_{ij} \frac{\partial K}{\partial x_j} - f_i \right]_{i=1}^{n}, \quad (2.8)$$

$$J(x, t) = -\frac{\partial}{\partial t} (h^T S^{-1} y_t) \rho(x, t) + \frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} (GQG^T)_{ij} + \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} (GQG^T)_{ij} \frac{\partial K}{\partial x_j} + \frac{1}{2} \sum_{i,j=1}^{n} (GQG^T)_{ij} \left[ \frac{\partial^2 K}{\partial x_i \partial x_j} + \frac{\partial K}{\partial x_i} \frac{\partial K}{\partial x_j} \right] - \sum_{i=1}^{n} f_i \frac{\partial}{\partial x_i} - \sum_{i=1}^{n} f_i \frac{\partial K}{\partial x_i} - \frac{1}{2} (h^T S^{-1} h), \quad (2.9)$$
in which

\[ K(x,t) = h^T(x,t)S^{-1}(t)y_t. \]  \(2.10\)

The existence and uniqueness of the “pathwise-robust” DMZ equation under certain conditions has been investigated by Pardoux (44), (45), Fleming-Mitter (16), Baras-Blankenship-Hopkins (3) and Yau-Yau (58), (59). The well-posedness is shown in (44), when the drift term \( f \in C^1 \) and the observation term \( h \in C^2 \) are bounded. Later, in (45) Pardoux extended his result to where \( f, h \) have at most linear growth. Fleming and Mitter treated the case where \( f \) and \( \nabla f \) are bounded. Baras, Blankenship and Hopkins (3) obtained the well-posedness result on the “pathwise-robust” DMZ equation with a class of unbounded coefficients only when the state is of 1-D. In the appendices of (59), Yau and Yau obtained the existence and uniqueness results in the weighted Sobolev space, where \( f \) and \( h \) satisfy some mild growth condition. However, there is a gap in their proof of existence (Theorem A.4, (59)). In Chapter 3 of this dissertation, we shall circumvent the gap by a more delicate analysis to give a time-dependent analogous well-posedness result to the “pathwise-robust” DMZ equation under some mild growth conditions on \( f, h \) and \( G \).

2.1 Approximation in our algorithm

Let us assume that we know apriori the observation time sequence \( P_k := \{\tau_0 < \tau_1 < \cdots < \tau_k = T\} \). But the observation data \( \{y_{\tau_i}\} \) at each sampling time \( \tau_i, i = 0, \cdots, k \) are unknown until the on-line experiment runs. We call the computation “off-line”, if it can be performed
without any on-line experimental data (or say pre-computed); otherwise, it is called “on-line”
computations. One only concerns the computational complexity of the on-line computations,
since the “real-time” property hinges on it.

Let $\rho_i$ be the solution of the “pathwise-robust” DMZ equation with $y_t = y_{\tau_{i-1}}$ on the interval
$\tau_{i-1} \leq t \leq \tau_i$, $i = 1, 2, \cdots, k$,

$$\begin{cases}
\frac{\partial \rho_i}{\partial t}(x,t) + \frac{\partial}{\partial t} (h^T S^{-1})^T y_{\tau_{i-1}} \rho_i(x,t) \\
= \exp \left( -h^T S^{-1} y_{\tau_{i-1}} \right) \left[ L - \frac{1}{2} h^T S^{-1} h \right] \cdot \left[ \exp \left( h^T S^{-1} y_{\tau_{i-1}} \right) \rho_i(x,t) \right], \quad x \in \mathbb{R}^n \\
\rho_1(x,0) = \sigma_0(x),
\end{cases}$$

and

$$\rho_i(x,\tau_{i-1}) = \rho_{i-1}(x,\tau_{i-1}), \quad \text{for } i = 2, 3, \cdots, k. \quad (2.11)$$

That is, we freeze the observation data on the time interval $\tau_{i-1} \leq t < \tau_i$ to be $y_{\tau_{i-1}}$. Define
the norm of $P_k$ to be $|P_k| = \sup_{1 \leq i \leq k} (\tau_i - \tau_{i-1})$. Intuitively, as $|P_k| \to 0$, we have

$$\sum_{i=1}^k \chi_{[\tau_{i-1},\tau_i]}(t) \rho_i(x,t) \to \rho(x,t)$$

in some sense, for all $0 \leq t \leq T$, where $\rho(x,t)$ is the exact solution of Equation 2.5. That is to
say, intuitively, the denser the sampling time sequence is, the more accurate the approximate
solution should be. This is the only approximation in our algorithm. Its convergence will be
shown rigorously, and its convergence rate will be estimated, in Chapter 4.
2.2 Design of the algorithm

Remember that our aim is to develop a practical algorithm to solve NLF problems. Even though the convergence in our algorithm is shown rigorously, it is impractical to solve Equation 2.11 in the “real-time” manner, since the “on-line” data \( \{y_{\tau_i}\}, i = 1, \ldots, k \), are contained in the coefficients of Equation 2.11. Therefore, we have to numerically solve the time-consuming PDE on-line, every time after the new observation data coming in. Yet, the proposition below helps to move the heavy computations off-line. This is the key ingredient of the algorithm in (59), and in ours.

**Proposition 2.1.** For each \( \tau_{i-1} \leq t < \tau_i, i = 1, 2, \ldots, k \), \( \rho_i(x,t) \) satisfies Equation 2.11 if and only if
\[
u_i(x,t) = \exp\left[hT(x,t)S^{-1}(t)y_{\tau_{i-1}}\right]\rho_i(x,t),
\]
(2.12)
satisfies the forward Kolmogorov equation (FKE)
\[
\frac{\partial u_i}{\partial t}(x,t) = \left(L - \frac{1}{2}h^TS^{-1}h\right)u_i(x,t),
\]
(2.13)
where \( L \) is defined in Equation 2.3.

It is clear that Equation 2.13 is independent of the observation path \( \{y_{\tau_i}\}_{i=0}^k \). So Equation 2.13 could be numerically solved beforehand. Let us denote the operator \( \left(L - \frac{1}{2}h^TS^{-1}h\right) \) as \( U(t) \) for short. As to the “time-varying” case, our algorithm still maintain the “real-time” property. \( \{U(t)\}_{t\in[0,T]} \) forms a family of strong elliptic operators. Furthermore, the operator \( U(t) : D(U(t)) \subset L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n) \) is the infinitesimal generator of the two-parameter semi-
groups $U(t, \tau)$, for $t \geq \tau$. In particular, with the known observation time sequence $\{\tau_i\}_{i=1}^k$, we obtain a sequence of two-parameter semigroup $\{U(t, \tau_{i-1})\}_{i=1}^k$, for $\tau_{i-1} \leq t < \tau_i$. Let us take the initial conditions of FKE Equation 2.13 at $t = \tau_i$ to be one member of a set of complete orthonormal base in $L^2(\mathbb{R}^n)$, say $\{\phi_l(x)\}_{l=1}^\infty$. We pre-compute the solutions of Equation 2.13 at time $t = \tau_{i+1}$, denoted as $\{U(\tau_{i+1}, \tau_i)\phi_l\}_{l=1}^\infty$. These data should be stored in preparation of the on-line computations. The only price to pay is that the “time-varying” case requires more storage capacity, since $\{U(\tau_{i+1}, \tau_i)\phi_l\}_{l=1}^\infty$ differs from each $\tau_i$, $i = 1, \ldots, k$, and all of them need to be stored. In general, the longer the simulation time is, the more storage it requires in the “time-varying” case. While the storage of the data is independent of the simulation time in the “time-invariant” case. Nevertheless, it won’t affect the off-line virtue of our algorithm.

The on-line computation in our algorithm consists of two parts at each time step $\tau_{i-1}$, $i = 1, \ldots, k$, as described below.

- Project the initial condition $u_i(x, \tau_{i-1}) \in L^2(\mathbb{R}^n)$ at $t = \tau_{i-1}$ onto the base $\{\phi_l(x)\}_{l=1}^\infty$, i.e., $u_i(x, \tau_{i-1}) = \sum_{l=1}^\infty \hat{u}_{i,l} \phi_l(x)$. Hence, the solution to Equation 2.13 at $t = \tau_i$ can be expressed as

$$u_i(x, \tau_i) = U(\tau_i, \tau_{i-1}) u_i(x, \tau_{i-1}) = \sum_{l=1}^\infty \hat{u}_{i,l} \left[ U(\tau_i, \tau_{i-1}) \phi_l(x) \right],$$

(2.14)

where $\{U(\tau_i, \tau_{i-1})\phi_l(x)\}_{l=1}^\infty$ have already been computed off-line.

- Update the initial condition of Equation 2.13 at $\tau_i$ with the new observation $y_{\tau_i}$. Let us specify the observation updates (the initial condition of Equation 2.13) for each time
step. For $0 \leq t \leq \tau_1$, the initial condition is $u_1(x, 0) = \sigma_0(x)$. At time $t = \tau_1$, when the observation $y_{\tau_1}$ is available,

$$u_2(x, \tau_1) = \exp [h^T(x, \tau_1)S^{-1}(\tau_1)y_{\tau_1}]\rho_2(x, \tau_1) = \exp [h^T(x, \tau_1)S^{-1}(\tau_1)y_{\tau_1}]u_1(x, \tau_1),$$

in view of the fact that $y_0 = 0$, by Equation 2.12 and Equation 2.11. Here, $u_1(x, \tau_1) = \sum_{l=1}^{\infty} \hat{u}_{1,l} [U(\tau_1, 0)\phi_l(x)]$, where $\{\hat{u}_{1,l}\}_{l=1}^{\infty}$ is computed in the previous step, and $\{U(\tau_1, 0)\phi_l(x)\}_{l=1}^{\infty}$ are prepared by off-line computations. Hence, we obtain the initial condition $u_2(x, \tau_1)$ of Equation 2.13 for the next time interval $\tau_1 \leq t \leq \tau_2$. Recursively, the initial condition of Equation 2.13 for $\tau_{i-1} \leq t \leq \tau_i$ is

$$u_i(x, \tau_{i-1}) = \exp [h^T(x, \tau_{i-1})S^{-1}(\tau_{i-1})(y_{\tau_{i-1}} - y_{\tau_{i-2}})] \cdot u_{i-1}(x, \tau_{i-1}), \quad (2.15)$$

for $i = 2, 3, \cdots, k$, where $u_{i-1}(x, \tau_{i-1}) = \sum_{l=1}^{\infty} \hat{u}_{i-2,l} [U(\tau_{i-1}, \tau_{i-2})\phi_l(x)]$.

The approximation of $\rho(x, t)$, denoted as $\hat{\rho}(x, t)$, is obtained

$$\hat{\rho}(x, t) = \sum_{i=1}^{k} \chi_{[\tau_{i-1}, \tau_i]}(t)\rho_i(x, t), \quad (2.16)$$

where $\rho_i(x, t)$ is obtained from $u_i(x, t)$ by Equation 2.12. Then $\sigma(x, t)$ can be recovered from Equation 2.4.
CHAPTER 3

STUDY OF THE “PATHWISE-ROBUST” DMZ EQUATION

3.1 Notations

Let $\mathbb{Q}_T = \mathbb{R}^n \times [0, T]$. Let $H^1(\mathbb{R}^n)$ be the Sobolev space, equipped with the norm

$$||u(x)||^2_1 = \int_{\mathbb{R}^n} (u^2 + |\nabla_x u|^2)dx.$$ 

And let $H^{1:1}(\mathbb{Q}_T)$ be the functional space of both $t$ and $x$, with the norm

$$||v(x,t)||^2_{1:1} = \int_{\mathbb{Q}_T} (v^2 + |\nabla_x v|^2 + |\partial_t v|^2)dxdt.$$ 

Let $H^{1:1}_0(\mathbb{Q}_T)$ denote the subspace of $H^{1:1}(\mathbb{Q}_T)$ consisting of functions $v(x, t)$ which have compact support in $\mathbb{R}^n$ for any $t$.

Definition 3.1. The function $u(x, t)$ in $H^{1:1}_0(\mathbb{Q}_T)$ is called a weak solution of the initial value problem

$$\begin{cases}
\sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} \left( A_{ij}(x,t) \frac{\partial u}{\partial x_j} \right) + \sum_{i=1}^{n} B_i(x,t) \frac{\partial u}{\partial x_i} + C(x,t)u = \frac{\partial u}{\partial t}, \\
u(x,0) = u_0(x)
\end{cases}$$
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if for any function $\Phi(x,t) \in H^{1;1}_0(Q_T)$ the following relation holds:

$$\int \int_{Q_T} \left[ \sum_{i,j=1}^n A_{ij} \frac{\partial u}{\partial x_i} \frac{\partial \Phi}{\partial x_j} - \left( \sum_{i=1}^n B_i \frac{\partial u}{\partial x_i} + Cu + \frac{\partial u}{\partial t} \right) \Phi \right] \, dxdt = 0$$

and $u(x,0) = u_0(x)$.

We assume that the following conditions hold throughout the dissertation:

**Condition 1.** The operator $L$ defined in Equation 2.3 is a strong elliptic operator and it is bounded from above on $Q_T$. That is, there exists a constant $\lambda > 0$ such that

$$\lambda |\xi|^2 \leq \sum_{i,j=1}^n (GQG^T)_{ij} \xi_i \xi_j,$$

for any $(x,t) \in Q_T$, for any $\xi = (\xi_1, \xi_2, \cdots, \xi_n) \in \mathbb{R}^n$. And

$$\|GQG^T\|_{\infty} = \sup_{(x,t) \in Q_T} |GQG^T|_{\infty} < \infty,$$

where $|\cdot|_{\infty}$ is the sup-norm of the matrix.

**Condition 2.** The initial density function $\sigma_0(x) \in H^1(\mathbb{R}^n)$ decays fast enough. To be more specific, we require that

$$\int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x) \, dx < \infty.$$
### 3.2 Well-posedness of the “pathwise-robust” DMZ equation

Before we show the existence of the weak solution, we shall give a priori estimations of up to the first order derivative of the solution to the “pathwise-robust” DMZ equation on $Q_R := B_R \times [0, T]$, where $B_R = \{ x \in \mathbb{R}^n : |x| \leq R \}$ is a ball of radius $R$.

**Theorem 3.1.** Let $\rho_R$ be the solution to the “pathwise-robust” DMZ equation on $Q_R$, i.e.

\[
\begin{cases}
\frac{\partial \rho_R}{\partial t}(x,t) = \frac{1}{2} D^2_w \rho_R(x,t) + F(x,t)\nabla \rho_R(x,t) + J(x,t)\rho_R(x,t), & x \in B_R \\
\rho_R(x,0) = \sigma_{0,B_R}(x) \\
\rho_R(x,t) = 0 & \text{for } (x,t) \in \partial B_R \times [0,T],
\end{cases}
\]  

(3.1)

where $D^2_w$, $F(x,t)$ and $J(x,t)$ are defined in Equation 2.7, Equation 2.8 and Equation 2.9, respectively, and $\sigma_{0,\Omega}$ is defined as

\[
\sigma_{0,\Omega}(x) = \begin{cases}
\sigma_0(x), & x \in \Omega_e \\
\text{smooth}, & x \in \Omega \setminus \Omega_e \\
0, & x \in \mathbb{R}^n \setminus \Omega,
\end{cases}
\]  

(3.2)

in which $\Omega_e = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \epsilon \}$ and here $\Omega = B_R$. Assume that

\[
\left\| \frac{\partial}{\partial t} (GQG^T) \right\|_\infty < \infty,
\]  

(3.3)

for all $t \in [0, T]$. Suppose there exists a positive function $g(x)$ on $\mathbb{R}^n$ such that for all $t \in [0, T]$,

$g$ and $\tilde{g} \triangleq g + \log |D_w J|$ satisfy
1. $|D_w g + \frac{1}{2} \nabla (GQG^T) - F|^2 + 2\lambda_1 J \leq C,$  
   \(3\)

2. $D^2_w g + 2D_w g \cdot \nabla g + 2[\nabla (GQG^T) - F] \cdot \nabla g + \frac{1}{2} \nabla^2 (GQG^T) - \text{div} F + J \leq C,$  
   \(4\)

3. $D^2_w \tilde{g} + 2D_w \tilde{g} \cdot \nabla \tilde{g} + 2[\nabla (GQG^T) - F] \cdot \nabla \tilde{g} + \frac{1}{2} \nabla^2 (GQG^T) - \text{div} F + J \leq C,$  
   \(5\)

4. $\int_{\mathbb{R}^n} e^{2g} \sigma_0^2(x) \leq C$ and $\int_{\mathbb{R}^n} e^{2g} D_w \sigma_0 \cdot \nabla \sigma_0 \leq C,$  
   \(6\)

where $C$ is a generic constant, which may differ from line to line, and $\nabla(*) = \left[ \sum_{i=1}^{n} \frac{\partial(*)_{ij}}{\partial x_i} \right]_{j=1}^{n}$,

$\nabla^2(*) = \sum_{i,j=1}^{n} \frac{\partial^2(*)_{ij}}{\partial x_i \partial x_j}$. Then, for $0 \leq t \leq T$,

$$\int_{B_R} e^{2g} \rho_R(x,t)dx \leq e^{Ct} \int_{B_R} e^{2g} \sigma_0^2(x)dx,$$  
\(3.4\)

$$\int_{B_R} e^{2g} D_w \rho_R(x,t) \cdot \nabla \rho_R(x,t)dx \leq e^{Ct} \int_{B_R} e^{2g} D_w \sigma_0(x) \cdot \nabla \sigma_0(x)dx + Ce^{Ct} \int_{B_R} e^{2g} \sigma_0^2(x)dx,$$  
\(3.5\)

where

$$D_w(*) = \left[ \sum_{i,j=1}^{n} (GQG^T)_{ij}(x,t) \frac{\partial(*)}{\partial x_j} \right]_{i=1}^{n},$$  
\(3.6\)

$F(x,t)$ and $J(x,t)$ are defined in Equation 2.8 and Equation 2.9, respectively.

**Remark 3.1.** The conditions in Theorem 3.1 could be easily checked, if the drift terms $h(x)$ and $f(x)$ are at most polynomial growth in $r = |x|$ and $Q = I_{r \times r}$. However, in general, the choice of such $g$ in Theorem 3.1 is not clear.
Proof. Let \( g \) be some positive function on \( \mathbb{R}^n \).

\[
\frac{d}{dt} \int_{B_R} e^{2g} \rho_R^2 = \int_{B_R} e^{2g} \rho_R D_w^2 \rho_R + 2 \int_{B_R} e^{2g} \rho_R (F \cdot \rho_R) + 2 \int_{B_R} e^{2g} J \rho_R \overset{\triangle}{=} I + II + III. \tag{3.7}
\]

Applying integration by parts to I and II in Equation 3.7 yields

\[
I = -2 \int_{B_R} \rho_R e^{2g} D_w g \cdot \nabla \rho_R - \int_{B_R} e^{2g} D_w \rho_R \cdot \nabla \rho_R - \int_{B_R} e^{2g} \rho_R \nabla(GQG^T) \cdot \nabla \rho_R \\
\leq -2 \int_{B_R} \rho_R e^{2g} D_w g \cdot \nabla \rho_R - \int_{B_R} e^{2g} \rho_R \nabla(GQG^T) \cdot \nabla \rho_R \overset{\triangle}{=} I_1 + I_2.
\]

Integrating by parts further, we have

\[
I_1 = 4 \int_{B_R} e^{2g} \rho_R^2 D_w g \cdot \nabla g + 2 \int_{B_R} e^{2g} \rho_R D_w g \cdot \nabla \rho_R \\
+ 2 \int_{B_R} e^{2g} \rho_R^2 \nabla(GQG^T) \cdot \nabla g + 2 \int_{B_R} e^{2g} \rho_R^2 D_w^2 g. \tag{3.8}
\]

Noting that the second term of the right-hand side of Equation 3.8 is \(-I_1\), we have

\[
I_1 = 2 \int_{B_R} e^{2g} \rho_R^2 D_w g \cdot \nabla g + \int_{B_R} e^{2g} \rho_R^2 [\nabla(GQG^T) \cdot \nabla g + D_w^2 g]. \tag{3.9}
\]

The similar argument applied to \( I_2 \) gives us

\[
I_2 = \int_{B_R} e^{2g} \rho_R^2 \nabla(GQG^T) \cdot \nabla g + \frac{1}{2} \int_{B_R} e^{2g} \rho_R^2 \nabla^2(GQG^T). \tag{3.10}
\]
Thus,

\[
I \leq \int_{B_R} e^{2g} \rho^2_R \left[ D^2_{w}g + 2D_{w}g \cdot \nabla g + 2\nabla (GQG^T) \cdot \nabla g + \frac{1}{2} \nabla^2 (GQG^T) \right]. \tag{3.11}
\]

The same trick of $I_1$ applies to $II$ in Equation 3.7, we obtain

\[
II = -\int_{B_R} e^{2g} \rho^2_R [2F \cdot \nabla g + \text{div} F]. \tag{3.12}
\]

Substitute Equation 3.11 and Equation 3.12 back to Equation 3.7, one gets

\[
\frac{d}{dt} \int_{B_R} e^{2g} \rho^2_R \leq \int_{B_R} e^{2g} \rho^2_R \left\{ D^2_{w}g + 2D_{w}g \cdot \nabla g + 2[\nabla (GQG^T) - F] \cdot \nabla g \\
+ \frac{1}{2} \nabla^2 (GQG^T) - \text{div} F + J \right\} \leq C \int_{B_R} e^{2g} \rho^2_R.
\]

by Condition (4). Equation 3.4 follows directly from Gronwall’s inequality. To show Equation 3.5, we consider

\[
\frac{d}{dt} \int_{B_R} e^{2g} D_{w} \rho R \cdot \nabla \rho R = \int_{B_R} e^{2g} \sum_{i,j=1}^{n} \left( \frac{\partial}{\partial t} (GQG^T)_{ij} \frac{\partial \rho R}{\partial x_i} \frac{\partial \rho R}{\partial x_j} \right) + 2 \int_{B_R} e^{2g} \sum_{i,j=1}^{n} (GQG^T)_{ij} \frac{\partial}{\partial x_i} \left( \frac{\partial \rho R}{\partial t} \right) \frac{\partial \rho R}{\partial x_j} \equiv IV + V. \tag{3.13}
\]
Due to Equation 3.3, IV in Equation 3.13 turns out to be

\[
IV \leq \frac{1}{2} \left\| \frac{\partial}{\partial t} (GQG^T) \right\|_{\infty} \int_{B_R} e^{2g} \sum_{i,j=1}^{n} \left[ \left( \frac{\partial \rho_R}{\partial x_i} \right)^2 + \left( \frac{\partial \rho_R}{\partial x_j} \right)^2 \right] = n \left\| \frac{\partial}{\partial t} (GQG^T) \right\|_{\infty} \int_{B_R} e^{2g} |\nabla \rho_R|^2
\]

\[
\leq \frac{n}{\lambda_1} \left\| \frac{\partial}{\partial t} (GQG^T) \right\|_{\infty} \int_{B_R} e^{2g} D_w \rho_R \cdot \nabla \rho_R,
\]

since \( D_w \rho_R \cdot \nabla \rho_R \geq \lambda_1 |\nabla \rho_R|^2 \). Next, V in Equation 3.13 is

\[
V = -2 \int_{B_R} e^{2g} \left[ 2(D_w g + \nabla (GQG^T)) \cdot \nabla \rho_R + D_w^2 \rho_R \right] \cdot \left( \frac{1}{2} D_w^2 \rho_R + F \cdot \nabla \rho_R + J \rho_R \right)
\]

\[
= - \int_{B_R} e^{2g} \left\{ D_w^2 \rho_R + \left[ D_w g + \frac{1}{2} \nabla (GQG^T) + F \right] \cdot \nabla \rho_R \right\}^2
\]

\[
+ \int_{B_R} e^{2g} \left[ D_w g + \frac{1}{2} \nabla (GQG^T) - F \right]^2 |\nabla \rho_R|^2
\]

\[
- 2 \int_{B_R} e^{2g} \left[ D_w^2 \rho_R + (2D_w g + \nabla (GQG^T)) \cdot \nabla \rho_R \right] J \rho_R
\]

\[
\leq \int_{B_R} e^{2g} \left[ D_w g + \frac{1}{2} \nabla (GQG^T) - F \right]^2 |\nabla \rho_R|^2
\]

\[
- 2 \int_{B_R} e^{2g} \left[ D_w^2 \rho_R + (2D_w g + \nabla (GQG^T)) \cdot \nabla \rho_R \right] J \rho_R.
\]

(3.15)

Notice that

\[
\int_{B_R} e^{2g} D_w^2 \rho_R J \rho_R = - \int_{B_R} e^{2g} \left[ 2(D_w g \cdot \nabla \rho_R) J \rho_R + J D_w^2 \rho_R \cdot \nabla \rho_R \right.
\]

\[
+ (D_w \rho_R \cdot \nabla J) \rho_R + \nabla (GQG^T) \cdot \nabla \rho_R J \rho_R \right].
\]

(3.16)
Taking Equation 3.16 into account, $V$ becomes

$$
V \leq \int_{B_R} e^{2g} \left\{ \frac{1}{\lambda_1} \left\{ \left[ D_w g + \frac{1}{2} \nabla (GQG^T) - F \right]^2 + 1 \right\} + 2J \right\} D_w \rho_R \cdot \nabla \rho_R + \int_{B_R} e^{2g} |D_w J|^2 \rho_R^2.
$$

(3.17)

Combining Equation 3.14 and Equation 3.17, we have

$$
\frac{d}{dt} \int_{B_R} e^{2g} D_w \rho_R \cdot \nabla \rho_R \\
\leq \int_{B_R} e^{2g} \left\{ \frac{1}{\lambda_1} \left\{ n \left\| \frac{\partial}{\partial t} (GQG^T) \right\|_\infty + \left[ D_w g + \frac{1}{2} \nabla (GQG^T) - F \right]^2 + 1 \right\} + 2J \right\} D_w \rho_R \cdot \nabla \rho_R \\
+ \int_{B_R} e^{2g} |D_w J|^2 \rho_R^2.
$$

(3.18)

By Conditions (3) - (6), Equation 3.5 follows immediately.

**Theorem 3.2** (Existence). Under the conditions 1 - 2, Equation 3.3 and Condition (3) - (6) in Theorem 3.1, the “pathwise-robust” DMZ equation on $Q_T$ with the initial value $\sigma_0 \in H^1(\mathbb{R}^n)$ admits a non-negative weak solution $\rho \in H^{1:1}(Q_T)$.

**Proof.** Let $R_k$ be a sequence of positive numbers such that $\lim_{k \to \infty} R_k = \infty$. Let $\rho_k(x, t)$ be the solution of the “pathwise-robust” DMZ equation on $Q_{R_k}$, i.e. Equation 3.1 with $R = R_k$. In view of Theorem 3.1, the sequence $\{\rho_k\}$ is a bounded set in $H_0^{1:1}(Q_{R_k})$. Thus, there exists a subsequence $\{\rho_{k'}\}$ which is weakly convergent to $\rho$. Moreover, $\rho$ has the weak derivative
\( \frac{\partial \rho}{\partial x_i} \in L^2(\mathbb{Q}_{R_k}) \), and \( \frac{\partial \rho}{\partial x_i} \) weakly tends to it. Now we claim that the weak derivative \( \frac{\partial \rho}{\partial t} \) exists.

To see this, let \( \Phi(x,t) \in H_{0}^{1,1}(\mathbb{Q}_{R_k}) \), then

\[
\int_{\mathbb{Q}_{R_k}} \frac{1}{2} \sum_{i,j=1}^{n} (GQG)_{ij} \frac{\partial \Phi}{\partial x_j} \frac{\partial \rho}{\partial x_i} + \left[ \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \frac{\partial (GQG^T)_{ij}}{\partial x_j} - F_i \right) \frac{\partial \rho}{\partial x_i} - J \rho \right] \Phi = \lim_{k' \to \infty} \int_{\mathbb{Q}_{R_k}} \frac{\partial \rho_{k'}}{\partial t} \Phi.
\]

\( \Phi \) is clearly the only bounded sequence of \( \text{Lip}(\mathbb{Q}_{R_k}) \) functions.

**Theorem 3.3** (Uniqueness). Assume further that for some \( c > 0 \),

\[
\sup_{0 \leq t \leq T} \int_{\mathbb{R}^n} e^{cr} \rho^2(x,t)dx < \infty,
\]

and

\[
\int_{Q_T} |\nabla \rho(x,t)|^2 dxdt < \infty,
\]

where \( r = |x| \). Suppose that there exists a finite number \( \alpha > 0 \) such that

\[
2J(x,t) - \frac{1}{4\lambda_1} [cD_w r - (F(x,t) + \tilde{F}(x,t))]^2 \leq \alpha,
\]

where \( cD_w \) is a constant. Theorem 3.3 holds.
for all \((x,t) \in Q_T\), where \(\lambda_1\) is the smallest eigenvalue of the matrix \((GQG^T)\),

\[
F(x,t) = \left[ \frac{1}{2} \sum_{j=1}^{n} (GQG^T)_{ij} + \sum_{j=1}^{n} (GQG^T)_{ij} \frac{\partial K}{\partial x_j} - f_i \right]_{i=1}^{n}, \tag{3.22}
\]

\(F(x,t), J(x,t)\) and \(K\) are defined as in Equation 2.8, Equation 2.9 and Equation 2.10, respectively. Then the non-negative weak solution \(\rho(x,t)\) of the “pathwise-robust” DMZ equation on \(Q_T\) is unique.

Proof. To show the uniqueness of the solution, we only need to show that \(\rho(x,t) = 0\) on \(Q_T\) if \(\rho(x,0) = 0\). Let \(\alpha T < 1\). For any test function \(\psi(x,t) = e^{cr}\Phi(x,t)\), where \(r = |x|\), \(c\) is some constant and \(\Phi(x,t) \in H^{1,1}_0(Q_T)\), \(\rho(x,t)\) satisfies

\[
\int_{\mathbb{R}^n} \rho(x,T)\Phi(x,T)e^{cr}dx - \int_0^T \int_{\mathbb{R}^n} \rho(x,t) \frac{\partial \Phi}{\partial t}(x,t)e^{cr}dxdt =
\]

\[
\int_{Q_T} -\frac{1}{2}e^{cr}\nabla\Phi(x,t) \cdot D_w\rho(x,t) - \frac{c}{2}e^{cr}\Phi(x,t)\nabla r \cdot D_w\rho(x,t) + \tilde{F}(x,t) \cdot \nabla \rho(x,t)\Phi(x,t)e^{cr}
\]

\[
+ J(x,t)\rho(x,t)\Phi(x,t)e^{cr}dxdt. \tag{3.23}
\]
where $\tilde{F}$ is defined in Equation 3.22. Approximating $\rho(x, t)$ by $\Phi(x, t)$ in the $H^{1,1}(\mathcal{Q}_T)$-norm, we get

\[
\begin{align*}
\int_{\mathbb{R}^n} \rho^2(x, T)e^{cr} \, dx &= \int_{\mathcal{Q}_T} e^{cr} \left[ -D_w \rho(x, t) \cdot \nabla \rho(x, t) - c \rho(x, t) \nabla r \cdot D_w \rho(x, t) + (\tilde{F}(x, t) + F(x, t)) \cdot \nabla \rho(x, t) \rho(x, t) \\
&\quad + 2J(x, t) \rho^2(x, t) \right] \, dx \, dt \\
&\leq \int_{\mathcal{Q}_T} e^{cr} \left[ -\lambda_1 |\nabla \rho(x, t)|^2 - c \rho(x, t) D_w r \cdot \nabla \rho(x, t) + (F(x, t) + \tilde{F}(x, t)) \cdot \nabla \rho(x, t) \rho(x, t) \\
&\quad + 2J(x, t) \rho^2(x, t) \right] \, dx \, dt \\
&= -\lambda_1 \int_{\mathcal{Q}_T} e^{cr} \left\{ \frac{1}{2\lambda_1} [c D_w r - (F(x, t) + \tilde{F}(x, t))] \rho(x, t) + |\nabla \rho(x, t)| \right\}^2 \, dx \, dt \\
&\quad + \int_{\mathcal{Q}_T} e^{cr} \left\{ 2J(x, t) - \frac{1}{4\lambda_1} [c D_w r - (F(x, t) + \tilde{F}(x, t))]^2 \right\} \rho^2(x, t) \, dx \, dt \\
&\leq \int_{\mathcal{Q}_T} e^{cr} \left\{ 2J(x, t) - \frac{1}{4\lambda_1} [c D_w r - (F(x, t) + \tilde{F}(x, t))]^2 \right\} \rho^2(x, t) \, dx \, dt, \\
\end{align*}
\]

(3.24)

due to the positive definiteness of $(GQG^T)$. By Equation 3.21, we have

\[
\int_{\mathbb{R}^n} e^{cr} \rho^2(x, T) \, dx \leq \alpha \int_{\mathcal{Q}_T} e^{cr} \rho^2(x, t) \, dx \, dt. \\
\]

(3.25)

According to the mean value theorem, there exists $T_1 \in (0, T)$ such that

\[
\int_{\mathcal{Q}_T} e^{cr} \rho^2(x, t) \, dx \, dt = \int_0^T \int_{\mathbb{R}^n} e^{cr} \rho^2(x, t) \, dx \, dt = T \int_{\mathbb{R}^n} e^{cr} \rho^2(x, T_1) \, dx. \\
\]

(3.26)
Apply Equation 3.25 and Equation 3.26 recursively, there exists \( T_m \in (0, T) \) such that

\[
\int_{\mathbb{R}^n} e^{cr} \rho^2(x, T) dx \leq (\alpha T)^m \int_{\mathbb{R}^n} e^{cr} \rho^2(x, T_m) dx.
\]

Since \( \alpha T < 1 \), we conclude that \( \rho(x, t) \equiv 0 \) for a.e \( (x, t) \in Q_T \).

### 3.3 Properties of the solution

Let us first state a very useful lemma, which will be used repeatedly in this section and Chapter 4.

**Lemma 3.1.** Assume that \( \rho_{\Omega} \) satisfies the “pathwise-robust” DMZ equation on \( Q_{\Omega} := \Omega \times [0, T] \), where \( \Omega \subset \mathbb{R}^n \) is some bounded domain. Then, for any test function \( \psi(x) \in C^\infty(\Omega) \), we have

\[
\frac{d}{dt} \int_{\Omega} \psi \rho_{\Omega} = \frac{1}{2} \int_{\Omega} D^2_{\psi \psi} \rho_{\Omega} + \int_{\Omega} (f - D_w K) \cdot \nabla \psi \rho_{\Omega} + \int_{\Omega} \psi \rho_{\Omega} N + \frac{1}{2} \int_{\partial \Omega} \psi (D_w \rho_{\Omega} \cdot \nu) \\
- \frac{1}{2} \int_{\partial \Omega} \rho_{\Omega} (D_w \psi \cdot \nu) + \frac{1}{2} \int_{\partial \Omega} \psi \rho_{\Omega} \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} (GQG')_{ij} \nu_j + \int_{\partial \Omega} \psi \rho_{\Omega} (D_w K \cdot \nu) \\
- \int_{\partial \Omega} \psi \rho_{\Omega} (f \cdot \nu),
\]

where \( \nu = (\nu_1, \nu_2, \cdots, \nu_n) \) is the exterior normal vector of \( \Omega \),

\[
N(x, t) \equiv - \frac{\partial}{\partial t} (h^T S^{-1}) y_t - \frac{1}{2} D^2_{w} K + \frac{1}{2} D_w K \cdot \nabla K - f \cdot \nabla K - \frac{1}{2} (h^T S^{-1} h),
\]

and \( D^2_{w}, K \) and \( D_w \) are defined in Equation 2.7, Equation 2.10 and Equation 3.6, respectively.
Sketch of the proof. Multiply $\psi(x)$ on both sides of Equation 2.6 and integrate over the domain $\Omega$, which yields

$$\frac{d}{dt} \int_{\Omega} \psi \rho_{\Omega} = \int_{\Omega} \psi \left[ \frac{1}{2} D_{\xi}^2 \rho_{\Omega} + F(x,t) \cdot \nabla \rho_{\Omega} + J(x,t) \rho_{\Omega} \right], \quad (3.29)$$

where $F(x,t)$ and $J(x,t)$ are defined in Equation 2.8 and Equation 2.9, respectively. After applying integration by parts to the first two terms on the right-hand side of Equation 3.29, Equation 3.27 is obtained by written in short notations.

3.3.1 Density function in a large ball

We show an interesting proposition, which reflects how the density function in the large ball changes with respect to time. It will also be an important ingredient of the error estimate in Theorem 4.1.

Proposition 3.1. For any $T > 0$, let $\rho_{R}(x,t)$ be a solution of the “pathwise-robust” DMZ equation on $Q_{R}$, i.e. Equation 3.1. Assume that

$$N(x,t) + \frac{3}{2} n \left\| G Q G^T \right\|_\infty + |f - D_{\alpha}K| \leq C, \quad (3.30)$$

Then

$$\int_{B_{R}} e^{\sqrt{1 + |x|^2}} \rho_{R}(x,t) \leq e^{Ct} \int_{\mathbb{R}^n} e^{\sqrt{1 + |x|^2}} \sigma_0(x). \quad (3.31)$$
Proof. Letting the test function $ψ$ in Lemma 3.1 be $ψ = e^{φ_1}$, where $φ_1 ∈ C^∞(B_R)$, gives

$$\frac{d}{dt} \int_{B_R} e^{φ_1} ρ_R = \int_{B_R} e^{φ_1} ρ_R \left[ \frac{1}{2} (D_w^2 φ_1 + D_w φ_1 \cdot ∇ φ_1) + (f - D_w K) \cdot ∇ φ_1 + N \right]$$

$$+ \frac{1}{2} \int_{∂B_R} e^{φ_1} (D_w ρ_R \cdot ν).$$

(3.32)

All the boundary integrals in Equation 3.27 vanish, except the first term, since $ρ_R|_{∂Ω} = 0$. Moreover, recall that $ρ_R ≥ 0$ in $B_R$ and vanishes on $∂B_R$ which implies that $∂ρ_R/∂ν|_{∂B_R} ≤ 0$. Hence, on $∂B_R$,

$$(D_w ρ_R \cdot ν) = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} (GQG^T)_{ij} \frac{∂ρ_R}{∂r} \frac{∂r}{∂x_j} \right) ν_i = \frac{∂ρ_R}{∂r} \left[ \sum_{i,j=1}^{n} (GQG^T)_{ij} \frac{x_j x_i}{r^2} \right] ≤ 0,$$

by the positive definite assumption of $(GQG^T)$. Thus, Equation 3.32 can be reduced further to

$$\frac{d}{dt} \int_{B_R} e^{φ_1} ρ_R ≤ \int_{B_R} e^{φ_1} ρ_R \left[ \frac{1}{2} (D_w^2 φ_1 + D_w φ_1 \cdot ∇ φ_1) + (f - D_w K) \cdot ∇ φ_1 + N \right].$$

(3.33)

Choose $φ_1(x) = \sqrt{1 + |x|^2}$ and estimate the terms containing $φ_1$ on the right-hand side of Equation 3.33 one by one:

$$D_w^2 φ_1 = \sum_{i=1}^{n} (GQG^T)_{ii} \frac{1}{\sqrt{1 + |x|^2}} - \sum_{i,j=1}^{n} (GQG^T)_{ij} \frac{x_i x_j}{(1 + |x|^2)^{3/2}}$$

$$≤ \|GQG^T\|_∞ \left[ \frac{n}{\sqrt{1 + |x|^2}} + \frac{n|x|^2}{(1 + |x|^2)^{3/2}} \right] ≤ 2n \|GQG^T\|_∞,$$

(3.34)

$$D_w φ_1 \cdot ∇ φ_1 = \sum_{i,j=1}^{n} (GQG^T)_{ij} \frac{x_i x_j}{1 + |x|^2} ≤ \|GQG^T\|_∞ \frac{\sum_{i,j=1}^{n} x_i x_j}{1 + |x|^2} ≤ n \|GQG^T\|_∞,$$

(3.35)
and

\[(f - D_w K) \cdot \nabla \phi_1 \leq |f - D_w K| \cdot \frac{|x|}{\sqrt{1 + |x|^2}} \leq |f - D_w K|, \quad (3.36)\]

where |·| is the Euclidean norm. Substituting the estimates in Equation 3.34 - Equation 3.36 back into Equation 3.33, we get

\[
\frac{d}{dt} \int_{B_R} e^{\phi_1} \rho_R \leq \int_{B_R} e^{\phi_1} \rho_R \left[ \frac{3}{2} n \|GQG_T\|_\infty + |f - D_w K| + N \right] \leq C \int_{B_R} e^{\phi_1} \rho_R,
\]

by Equation 3.30. Hence,

\[
\int_{B_R} e^{\phi_1} \rho_R(x, t) \leq e^{Ct} \int_{B_R} e^{\phi_1} \rho_R(x, 0) \leq e^{Ct} \int_{\mathbb{R}^n} e^{\phi_1} \rho(x, 0) = e^{Ct} \int_{\mathbb{R}^n} e^{\phi_1} \sigma_0(x),
\]

for 0 \leq t \leq T. \quad \square

#### 3.3.2 Concentration of the density function

The following theorem asserts that \( \rho \), the solution to the “pathwise-robust” DMZ equation in \( \mathbb{Q}_T \), captures almost all the density in a large ball. And we give a precise estimate of the density outside the large ball.

**Theorem 3.4.** Let \( \rho(x, t) \) be a solution of the “pathwise-robust” DMZ equation, i.e. Equation 2.6, on \( \mathbb{Q}_T \). Assume that Equation 3.30 and

\[
e^{-\frac{1}{2} \sqrt{1 + |x|^2}} \left[ 16n \|GQG_T\|_\infty + 4|f - D_w K| \right] \leq C \quad (3.37)
\]
are satisfied for all \((x,t) \in Q_T\). Then

\[
\int_{|x| \geq R} \rho(x,T) \leq Ce^{-\frac{1}{2}\sqrt{1+R^2}} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x),
\]

(3.38)

where \(C\) is a generic constant, which depends on \(T\).

**Proof.** Let \(v = \rho - \rho_R\). By the maximum principle, we have that \(v \geq 0\) for all \((x,t) \in Q_R\). Choose the test function \(\psi\) in Lemma 3.1 as

\[\Phi(x) = \gamma(x) \varrho(x),\]

where \(\gamma(x) = e^{\frac{1}{2}\phi_1(x)}\), \(\phi_1(x) = \sqrt{1+|x|^2}\) is defined in the proof of Proposition 3.1, \(\varrho(x) = e^{-\phi_2(x)} - e^{-R}\), \(\phi_2\) is a radially symmetric function such that \(\phi_2(x)|_{\partial B_R} = R\), \(\nabla \phi_2(x)|_{\partial B_R} = 0\) and \(\phi_2(x)\) is increasing in \(|x|\). It follows directly that \(\Phi|_{\partial B_R} = \nabla_x \Phi|_{\partial B_R} = 0\) by the fact that \(\varrho|_{\partial B_R} = \nabla \varrho|_{\partial B_R} = 0\). Applying Lemma 3.1, with \(v\) taking the place of \(\rho_Q\) and with the test function \(\Phi\), we have

\[
\frac{d}{dt} \int_{B_R} \Phi v = \frac{1}{2} \int_{B_R} D^2_w \Phi v + \int_{B_R} (f - D_w K) \cdot \Phi v + \int_{B_R} \Phi N v
\]

\[= \frac{1}{2} \int_{B_R} (D^2_w \gamma \varrho + 2D_w \gamma \cdot \nabla \varrho + \gamma D^2_w \varrho)v + \int_{B_R} (f - D_w K) \cdot (\nabla \gamma \varrho + \gamma \nabla \varrho)v\]

\[+ \int_{B_R} \gamma \varrho N v.\]

(3.39)
Substituting \( \gamma(x) = e^{\frac{1}{2} \phi_1(x)} \) and \( \varrho(x) = e^{-\phi_2(x)} - e^{-R} \) into Equation 3.39 yields

\[
\frac{d}{dt} \int_{B_R} \Phi v = \frac{1}{2} \int_{B_R} \left[ \frac{1}{2} e^{\frac{1}{2} \phi_1} \left( D_w^2 \phi_1 + \frac{1}{2} D_w \phi_1 \cdot \nabla \phi_1 \right) - \frac{1}{2} e^{\frac{1}{2} \phi_1} D_w \phi_1 \cdot e^{-\phi_2} \nabla \phi_2 \right. \\
\left. + e^{-\phi_2} \left( D_w \phi_2 \cdot \nabla \phi_2 - D_w^2 \phi_2 \right) \right] v \\
+ \int_{B_R} \left( f - D_w K \right) \cdot \left( \frac{1}{2} e^{\frac{1}{2} \phi_1} \nabla \phi_1 \varrho - \gamma e^{-\phi_2} \nabla \phi_2 \right) v + \int_{B_R} \gamma \varrho N v \\
= \int_{B_R} \Phi v \left[ \frac{1}{4} \left( D_w^2 \phi_1 + \frac{1}{2} D_w \phi_1 \cdot \nabla \phi_1 \right) - \frac{1}{2} D_w \phi_1 \cdot \nabla \phi_2 \\
+ \frac{1}{2} \left( D_w \phi_2 \cdot \nabla \phi_2 - D_w^2 \phi_2 \right) + \left( f - D_w K \right) \cdot \left( \frac{1}{2} \nabla \phi_1 - \nabla \phi_2 \right) + N \right] \\
+ e^{-R} \int_{B_R} \gamma v \left[ -\frac{1}{2} D_w \phi_1 \cdot \nabla \phi_2 + \frac{1}{2} \left( D_w \phi_2 \cdot \nabla \phi_2 - D_w^2 \phi_2 \right) - \left( f - D_w K \right) \cdot \nabla \phi_2 \right] \\
\triangleq \int_{B_R} \Phi v [VI] + e^{-R} \int_{B_R} \gamma v [VII],
\]

Let us choose \( \phi_2(x) \) in \( \varrho(x) \) to be \( \phi_2(x) = R \theta \left( \frac{|x|^2}{R^2} \right) \), where \( \theta(x) = 1 - (1 - x)^2 \). It is easy to check that \( \phi_2(x) \) satisfies all the conditions we mentioned before. Direct computations yield, for any \( x \in B_R, R >> 1 \),

\[
|D_w^2 \phi_2| = \left| \sum_{i,j=1}^{n} (GQG^T)_{ij} \left( -\frac{8x_i x_j}{R^3} \right) + \sum_{i=1}^{n} (GQG^T)_{ii} \frac{4}{R} \left( 1 - \frac{|x|^2}{R^2} \right) \right| \\
\leq \|GQG^T\|_{\infty} \left( \frac{8n|x|^2}{R^3} + \frac{4n}{R} \right) \leq 12n \|GQG^T\|_{\infty}, \quad (3.40)
\]

\[
|D_w \phi_2 \cdot \nabla \phi_2| = \left| \left( 1 - \frac{|x|^2}{R^2} \right)^2 \sum_{i,j=1}^{n} (GQG^T)_{ij} \frac{4x_i}{R} \frac{4x_j}{R} \right| \leq 16n \|GQG^T\|_{\infty}, \quad (3.41)
\]
and

\[ |(f - D_w K) \cdot \nabla \phi_2| = \left| (f - D_w K) \frac{4x}{R} \left( 1 - \frac{|x|^2}{R^2} \right) \right| \leq 4 |f - D_w K|. \tag{3.42} \]

It follows that

\[
\sup_{B_R} |\text{VI}| \leq 17n \left| GQG^T \right|_{\infty} + 5|f - D_w K| + N,
\]

\[
\sup_{B_R} |\text{VII}| \leq 16n \left| GQG^T \right|_{\infty} + 4|f - D_w K|.
\]

by Equation 3.34 - Equation 3.36 and Equation 3.40 - Equation 3.42. Hence,

\[
\frac{d}{dt} \int_{B_R} \Phi v \leq C \int_{B_R} \Phi v + e^{-R} \bar{C} \int_{B_R} e^{\phi_1 v} \leq C \int_{B_R} \Phi v + e^{-R} \bar{C} \int_{B_R} e^{\phi_1 \rho} \\
\leq C \int_{B_R} \Phi v + \bar{C} e^{-R + Ct} \int_{B_R} e^{\phi_1 \sigma_0(x)} \leq C \int_{B_R} \Phi v + \bar{C} e^{-R + Ct} \int_{\mathbb{R}^n} e^{\phi_1 \sigma_0(x)},
\]

by Equation 3.30, Equation 3.37 and Equation 3.31. By Gronwall’s inequality, we have

\[
\int_{B_R} \Phi v(x, T) \leq C e^{-R} \int_{\mathbb{R}^n} e^{\sqrt{1 + |x|^2}} \sigma_0(x), \tag{3.43}
\]

where \( C \) is a generic constant, which depends on \( T \). Recall that \( \Phi(x) = \gamma(x) \rho(x) \) and \( \rho(x) = e^{-R(-(|x|^2/R^2 - 1)^2 + 1)} - e^{-R} \), which implies that

\[
\int_{B_R} \Phi v(x, T) \geq \frac{1}{2} e^{-\frac{7}{16}R} \int_{B_R} \gamma v(x, T). \tag{3.44}
\]
Combining Equation 3.43 and Equation 3.44, we obtain

\[ \int_{B_{\frac{R}{2}}} \gamma v(x, T) \leq C e^{-\frac{9}{16} R} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x). \]

This implies that

\[ \int_{B_{\frac{R}{2}}} \gamma \rho(x, T) \leq \int_{B_{\frac{R}{2}}} \gamma \rho_R(x, T) + C e^{-\frac{9}{16} R} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x) \leq C (1 + e^{-\frac{9}{16} R}) \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x), \]

by Equation 3.31. Letting \( R \to \infty \), yields

\[ \int_{\mathbb{R}^n} \gamma \rho(x, T) \leq C \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x). \]

Consider the integration outside the large ball \( B_{R} \),

\[ e^{\frac{1}{2} \sqrt{1+R^2}} \int_{|x| \geq R} \rho(x, T) \leq \int_{|x| \geq R} \gamma \rho(x, T) \leq C \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x). \]

Therefore, we reach the conclusion that

\[ \int_{|x| \geq R} \rho(x, T) \leq C e^{-\frac{1}{2} \sqrt{1+R^2}} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x). \]
3.3.3 Lower bound estimate of density function

It is well-known that solving the “pathwise-robust” DMZ equation numerically is not easy because it is easily vanishing. We are also interested in whether a lower bound for the density function could be derived in the case where the drift term $f$ and the observation term $h$ are of at most polynomial growth. The theorem below gives this lower bound:

**Theorem 3.5.** Let $\rho_R$ be the solution of the “pathwise-robust” DMZ equation on $Q_R$, i.e. Equation 3.1. Assume that

\[ N(x,t) \leq C, \]  

(3.45)

and

1. $f(x,t)$ and $h(x,t)$ have at most polynomial growth in $|x|$, for all $t \in [0,T]$;

2. For any $0 \leq t \leq T$, there exists positive integer $m$ and positive constants $C'$ and $C''$ independent of $R$ such that the following two conditions hold:

\[
\begin{align*}
(a) \quad & \frac{|x|^{m-2}}{2} \left[ nm(m-2) \| GQG^T \|_\infty + m \text{Tr} \left( GQG^T \right) \right] + m|x|^{m-2}(f - D_K) \cdot x \\
& + N(x,t) \geq -C'; \\
(b) \quad & |n||GQG^T|_\infty \left( \frac{1}{2} m^2 |x|^{2m-2} - m \left( \frac{1}{2} m - 1 \right) |x|^{m-2} \right) - \frac{1}{2} m \text{Tr} \left( GQG^T \right) |x|^{m-2} \\
& - m(f - D_K) \cdot x |x|^{m-2} \\
& \leq \frac{1}{2} nm(m + 1) \| GQG^T \|_\infty |x|^{2m-2} + C'',
\end{align*}
\]  

(3.46)
where $\text{Tr}(\ast)$ is the trace of $\ast$.

Then for any $R_0 < R$,

$$
\int_{B_{R_0}} \zeta \rho_{R}(x, T) \geq \frac{e^{(C-C')T - R_0^m}}{C'} \left( \frac{1}{2} nm(m + 1) \|GQG^T\|_{\infty} R_0^{2m-2} + C'' \right) \cdot \left( 1 - e^{C'T} \right) \int_{B_R} \sigma_{0,R}(x) + e^{-C'T} \int_{B_{R_0}} \zeta \sigma_{0,R}(x),
$$

where $\zeta(x) = e^{-\xi(x)} - e^{-\xi(R_0)}$, $\xi(x) = |x|^m$.

In particular, the solution $\rho$ of the “pathwise-robust” DMZ equation, i.e. Equation 2.5, on $\mathbb{Q}_T$ has the estimate

$$
\int_{\mathbb{R}^n} e^{-|x|^m} \rho(x, T) \geq e^{-C'T} \int_{\mathbb{R}^n} e^{-|x|^m} \sigma_0(x).
$$

Proof. Apply Lemma 3.1 to $\rho_{R}$ with the test function $\psi$ to be $\zeta = e^{-\xi} - e^{-\xi(R_0)}$, where $\xi(x)$ is an increasing function in $|x|$. Then we have

$$
\frac{d}{dt} \int_{B_{R_0}} \zeta \rho_{R} = \int_{B_{R_0}} \rho_{R} \left[ \frac{1}{2} D^2_{\zeta} \zeta + (f - D_{w}K) \cdot \nabla \zeta + \zeta N \right].
$$
All the boundary integrals vanish, since $\zeta|_{\partial B_R} = \rho R|_{\partial B_R} = 0$. Direct computations yield

$$
\frac{d}{dt} \int_{B_{R_0}} \zeta \rho_R
= \int_{B_{R_0}} \rho_R e^{-\xi(R_0)} \left\{ \frac{1}{2} \frac{\xi'^2(r)}{r^2} \sum_{i,j=1}^{n} (GQG^T)_{ij} x_i x_j - \frac{\xi'(r)}{r} (f - D_w K) \cdot x \right.

- \frac{1}{2} \sum_{i,j=1}^{n} (GQG^T)_{ij} \left[ (\xi''(r) - \frac{\xi'(r)}{r}) \frac{x_i x_j}{r^2} \right] - \frac{1}{2} \text{Tr} (GQG^T) \frac{\xi'(r)}{r}

+ \int_{B_{R_0}} \zeta \rho_R \left[ \frac{1}{2} D_w \xi \cdot \nabla \xi - \frac{1}{2} D_w^2 \xi - (f - D_w K) \cdot \nabla \xi + N \right]

\right\} \equiv \text{VIII} + \int_{B_{R_0}} \zeta \rho_R [\text{IX}].
$$

Let $\xi(r) = r^m$, where $r = |x|$, $m$ is some positive integer sufficiently large. Through elementary computations, we get

$$
\text{IX} = \frac{1}{2} \frac{\xi'^2(r)}{r^2} \sum_{i,j=1}^{n} (GQG^T)_{ij} x_i x_j

- \frac{1}{2} m(m-2)r^{m-4} \sum_{i,j=1}^{n} (GQG^T)_{ij} x_i x_j + mr^{m-2} \text{Tr} (GQG^T)

- mr^{m-2}(f - D_w K) \cdot x + N

\geq - \frac{1}{2} \left[ nm(m-2) \| GQG^T \|_\infty + m \text{Tr} (GQG^T) \right] r^{m-2} - mr^{m-2}(f - D_w K) \cdot x + N \geq C',
$$

(3.49)
where $C'$ is a positive constant independent of $R_0$, by Equation 3.46. For large enough $m$, we have

$$|V_{III}| \leq e^{-R_0^m} \int_{B_R} n \left\| GQG^T \right\|_{\infty} \left[ \frac{1}{2} m^2 r^{2m-2} - m \left( \frac{1}{2} m - 1 \right) r^{m-2} \right] - \frac{1}{2} m \text{Tr} (GQG^T) r^{m-2}$$

$$-m (f - D_w K) \cdot x r^{m-2} \rho_R$$

$$\leq e^{-R_0^m} \left( \frac{1}{2} m (m + 1) \left\| GQG^T \right\|_{\infty} R_0^{2m-2} + C'' \right) \int_{B_R} \rho_R$$

$$\leq \left( \frac{1}{2} m (m + 1) \left\| GQG^T \right\|_{\infty} R_0^{2m-2} + C'' \right) e^{C'T - R_0^m} \int_{B_R} \sigma_{0,R} \triangleq \eta(R_0). \quad (3.50)$$

The last inequality follows from the fact that $\frac{d}{dt} \int_{B_R} \rho \leq \int_{B_R} \rho N \leq C \int_{B_R} \rho$, where Lemma 3.1 with $\psi = 1$ is applied to Equation 2.6. Hence, combining Equation 3.48 - Equation 3.50, we get

$$\frac{d}{dt} \int_{B_{R_0}} \zeta \rho_R \geq -\eta(R_0) - C' \int_{B_{R_0}} \zeta \rho_R.$$

This implies that

$$\int_{B_{R_0}} \zeta \rho_R(x, T) \geq e^{-C'T} \int_{B_{R_0}} \zeta \sigma_{0,R}(x) + \frac{\gamma(R_0)}{C'} \left( e^{-C'T} - 1 \right)$$

$$\geq e^{-C'T} \int_{B_{R_0}} \zeta \sigma_{0,R}(x)$$

$$+ \left( \frac{1}{2} m (m + 1) \left\| GQG^T \right\|_{\infty} R_0^{2m-2} + C'' \right) \cdot \frac{e^{(C'-C')T - R_0^m}}{C'} \left( 1 - e^{C'T} \right) \int_{B_R} \sigma_{0,R}(x). \quad (3.51)$$
In particular, letting $R_0 \to \infty$, we have

$$\int_{\mathbb{R}^n} e^{-|x|^m} \rho(x, T) \geq e^{-CT} \int_{\mathbb{R}^n} e^{-|x|^m} \sigma_0(x).$$
In Chapter 2, we described our algorithm in detail, where $y_t$ in Equation 2.11 is approxi-
mated by $y_{\tau_{i-1}}$ on $[\tau_{i-1}, \tau_i)$. This is the only approximation in our algorithm. In this chapter, we shall show the convergence of our algorithm rigorously.

We first show that the solution $\rho$ to the “pathwise-robust” DMZ equation, i.e. Equation 2.5, is well approximated by $\rho_R$ as $R \to \infty$, for any $t \in [0, T]$, where $\rho_R$ is the solution to the “pathwise-robust” DMZ equation on $Q_R$, i.e. Equation 3.1. Next, we shall show that $\rho_{i,R} \to \rho_R$ in some sense, as $|P_k| \to 0$, where $\rho_{i,R}$ is the solution to Equation 2.11 on $Q_R$, which we rewrite below

$$
\frac{\partial \rho_{i,R}}{\partial t}(x, t) + \frac{\partial}{\partial t} \left( h^T S^{-1} \right)^T y_{\tau_{i-1}} \rho_{i,R}(x, t) = \exp \left( -h^T S^{-1} y_{\tau_{i-1}} \right) \left[ L - \frac{1}{2} h^T S^{-1} h \right] \cdot \left[ \exp \left( h^T S^{-1} y_{\tau_{i-1}} \right) \rho_{i,R}(x, t) \right], \quad x \in B_R
$$

$$
\rho_{i,R}(x, t) = 0, \quad (x, t) \in \partial B_R \times [0, T],
$$

$$
\rho_{1,R}(x, 0) = \sigma_{0,R}(x),
$$

and

$$
\rho_{i,R}(x, \tau_{i-1}) = \rho_{i-1,R}(x, \tau_{i-1}), \quad \text{for } i = 2, 3, \ldots, k.
$$

(4.1)
4.1 Reduction to the bounded domain case

Theorem 4.1. For any $T > 0$, let $\rho(x,t)$ be a solution of the “pathwise-robust” DMZ equation Equation 2.6 in $\mathbb{R}^n \times [0,T]$. Let $R \gg 1$ and $\rho_R$ be the solution to Equation 3.1. Assume that Equation 3.30 and the bound

\[ e^{-\sqrt{1+|x|^2}} \left[ 14n \left| GQG^T \right|_\infty + 4 |f - DwK| \right] \leq \tilde{C}, \tag{4.2} \]

are satisfied for all $(x,t) \in Q_R$, where $N$, $D_w$ and $K$ are defined in Equation 3.28, Equation 3.6 and Equation 2.10, respectively, and $C$, $\tilde{C}$ are constants possibly depending on $T$. Let $v = \rho - \rho_R$, then $v \geq 0$ for all $(x,t) \in Q_R$ and

\[ \int_{B_R^2} v(x,T) \leq \tilde{C} e^{-\frac{2}{\pi} R} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x), \tag{4.3} \]

where $\tilde{C}$ is some constant, which may depend on $T$.

Proof of Theorem 4.1. By the maximum principle (cf. Theorem 1, (18)), we have $v = \rho - \rho_R \geq 0$ for $(x,t) \in Q_R$, since $v|_{\partial B_R} \geq 0$ for $0 \leq t \leq T$. Let us choose $\psi$ in Lemma 3.1 to be $\varrho(x)$

\[ \varrho(x) = e^{-\varphi_2(x)} - e^{-R}, \]
where \( \phi_2 \) is a radial symmetric function such that \( \phi_2(x) \mid_{\partial B_R} = R \), \( \nabla \phi_2 \mid_{\partial B_R} = 0 \) and \( \phi_2 \) is increasing in \( |x| \). Hence, \( \varrho \mid_{\partial B_R} = 0 \) and \( \nabla \varrho \mid_{\partial B_R} = 0 \). Apply Lemma 3.1 to \( v \), not \( \rho_\Omega \) in Equation 3.27, with the test function \( \psi = \varrho \), we have

\[
\frac{d}{dt} \int_{B_R} \varrho v = \int_{B_R} v \left[ \frac{1}{2} D^2_{w} \varrho + (f - D_w K) \cdot \nabla \varrho + \varrho N \right] 
\]

\[
= \int_{B_R} v \left\{ \frac{1}{2} e^{-\phi_2} \left( D_w \phi_2 \cdot \nabla \phi_2 - D^2_{w} \phi_2 \right) - e^{-\phi_2} (f - D_w K) \cdot \nabla \phi_2 + \varrho N \right\} 
\]

\[
= \int_{B_R} v \varrho \left[ -\frac{1}{2} D^2_{w} \phi_2 + \frac{1}{2} D_w \phi_2 \cdot \nabla \phi_2 - (f - D_w K) \cdot \nabla \phi_2 + N \right] 
\]

\[
+ e^{-R} \int_{B_R} e^{\sqrt{1+|x|^2}} v \left[ e^{-\sqrt{1+|x|^2}} \left( -\frac{1}{2} D^2_{w} \phi_2 + \frac{1}{2} D_w \phi_2 \cdot \nabla \phi_2 - (f - D_w K) \cdot \nabla \phi_2 \right) \right] 
\]

\[
\triangleq \int_{B_R} v \varrho X + e^{-R} \int_{B_R} e^{\sqrt{1+|x|^2}} v \varrho X. \]

Estimating \( X \) and \( \varrho X \) as in the proof of Theorem 6.3, we have

\[
\sup_{B_R} |X| \leq 14n \||GQG^T||_\infty + 4|f - D_w K| + N \leq C, \]

by Equation 3.30. Similarly,

\[
\sup_{B_R} |\varrho X| \leq \sup_{B_R} \left[ e^{-\sqrt{1+|x|^2}} \left( 14n \||GQG^T||_\infty + 4|f - D_w K| \right) \right] \leq \tilde{C}, \]

by Equation 4.2. In the view of Proposition 3.1, one gets

\[
\frac{d}{dt} \int_{B_R} \varrho v \leq C \int_{B_R} \varrho v + e^{-R C} \int_{B_R} e^{\sqrt{1+|x|^2}} \rho \leq C \int_{B_R} \varrho v + e^{-R + \tilde{C} T} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2} \sigma_0(x)}. \quad (4.4) \]
Multiplying both sides of Equation 4.4 by $e^{-Ct}$ yields

\[
\frac{d}{dt} \left[ e^{-Ct} \int_{B_R} \varrho v \right] \leq e^{-R+C\tilde{C}t} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x).
\]

Integrate from 0 to $T$ and multiply $e^{CT}$ on both sides gives us

\[
\int_{B_R} \varrho v(x, T) \leq \|v(x, 0)\|_{\infty} e^{CT} \int_{B_R} \varrho dx + \frac{e^{CT}}{C} e^{-R+C\tilde{C}T} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x),
\]

where $v(x, 0) = \sigma_0 - \sigma_{0,R}$. Recalling that $\varrho(x) = e^{-R\left[-\frac{(|x|^2/R^2-1)^2}{2}+1\right]} - e^{-R}$, $|x| \leq R$, we arrive at the following estimates:

\[
\int_{B_R} \varrho \leq \int_{B_R} (1 - e^{-R}) \leq CR^n
\]

and

\[
\int_{B_R} \varrho v(x, T) \geq \int_{B_{\frac{3}{2}R}} \left(e^{-R\left[-\frac{(|x|^2/R^2-1)^2}{2}+1\right]} - e^{-R}\right) v(x, T) \geq \frac{1}{2} e^{-\frac{7}{16}R} \int_{B_{\frac{3}{2}R}} v(x, T).
\]

It is easy to see that $\|v(x, 0)\|_{\infty} \int_{B_R} \varrho \leq C(n)\epsilon R^n$ is arbitrarily small, since $\epsilon$ is independent of $R$. It follows that

\[
\int_{B_{\frac{3}{2}R}} v(x, T) \leq C e^{-\frac{7}{16}R} \int_{\mathbb{R}^n} e^{\sqrt{1+|x|^2}} \sigma_0(x),
\]

(1.28)

where $C$ is a generic constant, depending on $T$. \qed
4.2 \( L^1 \) convergence of \( \rho_{k,R} \)

For any \( 0 < \tau \leq T \), let us denote the partition \( P^k_\tau = \{0 = \tau_0 < \tau_1 < \cdots < \tau_k = \tau\} \). We shall show \( \rho_{k,R}(x,\tau) \to \rho_R(x,t) \) in \( L^1 \) sense, as \( |P^k_\tau| \to 0 \), where \( \rho_{k,R} \) is the solution of Equation 4.1 (or equivalently, Equation 4.7 with \( \Omega = B_R \)) and \( \rho_R \) is the solution to Equation 3.1.

**Theorem 4.2.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \). Assume that Equation 3.45 is satisfied and there exists some \( \alpha \in (0,1) \), such that

\[
|N(x,t) - N(x,t;\bar{t})| \leq \tilde{C}|t - \bar{t}|^\alpha,
\]

for all \((x,t) \in \Omega \times [0,T] \), \( \bar{t} \in [0,T] \), where \( N(x,t) \) is in Equation 3.28, and \( N(x,t;\bar{t}) \) denotes \( N(x,t) \) with the observation \( y_t = y_{\bar{t}} \). Let \( \rho_\Omega(x,t) \) be the solution of Equation 2.6 on \( \Omega \times [0,T] \) with 0–Dirichlet boundary condition:

\[
\begin{align*}
\frac{\partial \rho_\Omega(x,t)}{\partial t} &= \frac{1}{2} D^2_w \rho_\Omega(x,t) + F(x,t) \cdot \nabla \rho_\Omega(x,t) + J(x,t) \rho_\Omega(x,t) \\
\rho_\Omega(x,0) &= \sigma_{0,\Omega}(x) \\
\rho_\Omega(x,t)|_{\partial \Omega} &= 0,
\end{align*}
\]

where \( D^2_w, F(x,t) \) and \( J(x,t) \) are defined in Equation 2.7, Equation 2.8 and Equation 2.9, and \( \sigma_{0,\Omega} \) is defined in Equation 3.2. For any \( 0 \leq \tau \leq T \), let \( P^k_\tau = \{0 = \tau_0 < \tau_1 < \tau_2 < \cdots < \tau_k = \tau\} \).
\[ \tau_k = \tau \} \] be a partition of \([0, \tau]\), where \(\tau_i = \frac{i \tau}{k}\). Let \(\rho_{i,\Omega}(x,t)\) be the solution to Equation 4.1 on \(\Omega \times [\tau_{i-1}, \tau_i]\). Equivalently, \(\rho_{i,\Omega}\) is the solution on \(\Omega \times [\tau_{i-1}, \tau_i]\) of the equation

\[
\begin{array}{l}
\frac{\partial \rho_{i,\Omega}}{\partial t}(x,t) = \frac{1}{2} D_w \rho_{i,\Omega}(x,t) + F(x,t; \tau_{i-1}) \cdot \nabla \rho_{i,\Omega}(x,t) + J(x,t; \tau_{i-1}) \rho_{i,\Omega}(x,t) \\
\rho_{i,\Omega}(x,\tau_{i-1}) = \rho_{i-1,\Omega}(x,\tau_{i-1}) \\
\rho_{i,\Omega}(x,t)|_{\partial \Omega} = 0,
\end{array}
\]

(4.7)

for \(i = 1, 2, \cdots, k\), with the convention that \(\rho_{1,\Omega}(x,0) = \sigma_{0,\Omega}(x)\). Here, \(F(x,t; \tau_{i-1})\) and \(J(x,t; \tau_{i-1})\) denote \(F(x,t)\) and \(J(x,t)\) with the observation \(y_t = y_{\tau_{i-1}}\), respectively. Then

\[ \rho_{\Omega}(x,\tau) = \lim_{k \to \infty} \rho_{k,\Omega}(x,\tau), \]

in the \(L^1\) sense in space and the following estimate holds:

\[ \int_{\Omega} |\rho_{\Omega} - \rho_{k,\Omega}|(x,\tau) \leq \frac{C}{k^\alpha}, \]

(4.8)

where \(C\) is a generic constant, depending on \(T\) and \(\int_{\Omega} \sigma_{0,\Omega}\). The right-hand side of Equation 4.8 tends to zero as \(k \to \infty\).

For clarity, we state the technique will be used in the proof of Theorem 4.2 as a lemma below.
Lemma 4.1. (Lemma 4.1, (59)) Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ and let $v : \overline{\Omega} \times [0, T] \to \mathbb{R}$ be a $C^1$ function. Assume that $v(x,t) = 0$ for $(x,t) \in \partial \Omega \times [0, T]$. Let $\Omega_t^+ = \{ x \in \Omega : v(x,t) \geq 0 \}$.

Then
\[
\frac{d}{dt} \int_{\Omega_t^+} v(x,t) = \int_{\Omega_t^+} \frac{\partial v}{\partial t}(x,t),
\]
for almost all $t \in [0, T]$.

Proof of Theorem 4.2. For convenience, we omit the subscript $\Omega$ in $\rho_\Omega$ and $\rho_i, \Omega$ in this proof. Let $\Omega_t^+ = \{ x \in \Omega : \rho(x,t) - \rho_i(x,t) \geq 0 \}$. Applying Lemma 3.1, with $(\rho - \rho_i)$ taking place of $\rho_\Omega$ in Equation 3.27, and with the test function $\psi \equiv 1$, we have
\[
\frac{d}{dt} \int_{\Omega_t^+} (\rho - \rho_i) \leq \int_{\Omega_t^+} (\rho - \rho_i) N(\cdot, t) + \int_{\Omega_t^+} \rho_i[N(\cdot, t) - N(\cdot, t; \tau_{i-1})], \tag{4.9}
\]
by Lemma 4.1. All the boundary integrals vanish, except $\int_{\partial \Omega_t^+} D_w(\rho - \rho_i) \cdot \nu$, since $(\rho - \rho_i)|_{\partial \Omega_t^+} = 0$. Moreover, $\int_{\partial \Omega_t^+} D_w(\rho - \rho_i) \cdot \nu \leq 0$, due to the similar argument for $\int_{\partial B_R} D_w \rho \cdot \nu \leq 0$ in Proposition 3.1. Combining Equation 3.45 and Equation 4.5, Equation 4.9 can be estimated as
\[
\frac{d}{dt} \int_{\Omega_t^+} (\rho - \rho_i) \leq C \int_{\Omega_t^+} (\rho - \rho_i) + \tilde{C}(t - \tau_{i-1})^\alpha \int_\Omega \rho. \tag{4.10}
\]
To estimate $\int_\Omega \rho$, we apply Lemma 3.1 to $\rho$, with the test function $\psi \equiv 1$, to get
\[
\frac{d}{dt} \int_\Omega \rho \leq \int_\Omega \rho N \leq C \int_\Omega \rho.
\]
which implies that

\[ \int_{\Omega} \rho \leq C \int_{\Omega} \sigma_{0,\Omega}, \tag{4.11} \]

where \( C \) is a generic constant, depending on \( T \), for all \( 0 \leq t \leq T \). Thus,

\[ \frac{d}{dt} \int_{\Omega^+} (\rho - \rho_i) \leq C \int_{\Omega^+} (\rho - \rho_i) + \tilde{C}(t - \tau_i) + \int_{\Omega} \sigma_{0,\Omega}. \]

Multiplying \( e^{-\tilde{C}(t-\tau_i)} \) on both sides and integrating from \( \tau_i \) to \( t \), we get

\[ \int_{\Omega^+} (\rho - \rho_i)(x,t) \leq e^{\tilde{C}(t-\tau_i)} \int_{\Omega^+} (\rho - \rho_i)(x,\tau_i) + C \frac{(t - \tau_i)^{1+\alpha}}{1 + \alpha} e^{\tilde{C}(t-\tau_i)}, \]

where \( C \) is a constant, which depends on \( T \) and \( \int_{\Omega} \sigma_{0,\Omega} \). Similarly, we also find for \( \Omega^- = \{ x \in \Omega : \rho(x,t) - \rho_i(x,t) < 0 \} \), that

\[ \int_{\Omega^-} (\rho_i - \rho)(x,t) \leq e^{\tilde{C}(t-\tau_i)} \int_{\Omega^-} (\rho_i - \rho)(x,\tau_i) + C \frac{(t - \tau_i)^{1+\alpha}}{1 + \alpha} e^{\tilde{C}(t-\tau_i)}. \]

Consequently, we have

\[ \int_{\Omega} |\rho - \rho_i|(x,t) \leq e^{\tilde{C}(t-\tau_i)} \left[ \int_{\Omega} |\rho - \rho_i|(x,\tau_i) + C \frac{(t - \tau_i)^{1+\alpha}}{1 + \alpha} \right] \]

\[ \leq e^{\tilde{C}(t-\tau_i)} \left[ \int_{\Omega} |\rho - \rho_i-1|(x,\tau_i) + C \frac{(t - \tau_i)^{1+\alpha}}{1 + \alpha} \right], \tag{4.12} \]
since $\rho_i(x, \tau_{i-1}) = \rho_{i-1}(x, \tau_{i-1})$, for $i = 1, 2, \cdots, k$. Applying Equation 4.12 recursively, we obtain

$$\int_{\Omega} |\rho - \rho_k|(x, \tau_k) \leq e^{C(\tau_k - \tau_{k-1})} \left[ \int_{\Omega} |\rho - \rho_{k-1}|(x, \tau_{k-1}) + C \frac{(\tau_k - \tau_{k-1})^{1+\alpha}}{1+\alpha} \right]$$

$$\leq e^{CT} \int_{\Omega} |\rho - \rho_0|(x, 0) + \frac{C}{1+\alpha} \left[ (\tau_k - \tau_{k-1})^{1+\alpha} e^{C(\tau_k - \tau_{k-1})} + (\tau_{k-1} - \tau_{k-2})^{1+\alpha} e^{C(\tau_k - \tau_{k-2})} + \cdots + (\tau_1 - \tau_0)^{1+\alpha} e^{C(\tau_k - \tau_0)} \right]$$

$$= C \frac{T^{1+\alpha}}{1+\alpha} \left( e^{\frac{CT}{k}} + e^{\frac{CT}{2k}} + \cdots + e^{\frac{CT}{k^\alpha}} \right) \leq \frac{C}{k^\alpha},$$

where $C$ is a constant, which depends on $\alpha$, $T$ and $\int_{\Omega} \sigma_{0,\Omega}$. It is then clear that $\int_{\Omega} |\rho - \rho_k| \to 0$, as $k \to \infty$. \qed
CHAPTER 5

IMPLEMENTATION OF OUR ALGORITHM WITH 1-D STATE

In this chapter, we shall discuss the difficulties in the implementation of our algorithm. As discussed in Chapter 2, when we pre-compute the FKE Equation 2.13, we shall choose the orthogonal basis function \( \{\phi_n\}_{n=0}^{\infty} \) to be the generalized Hermite functions \( H_n^{\alpha,\beta}(x) \).

5.1 Generalized Hermite functions and orthogonal projection

Let \( L^2(\mathbb{R}) \) be the Lebesgue space, equipped with the norm \( \| \cdot \| = (\int_{\mathbb{R}} \cdot^2 dx)^{\frac{1}{2}} \) and the scalar product \( \langle \cdot, \cdot \rangle \). Let \( H_n(x) \) be the physical Hermite polynomials given by \( H_n(x) = (-1)^n e^{x^2} \partial_x^n e^{-x^2}, n \in \mathbb{Z} \) and \( n \geq 0 \). The three-term recurrence

\[
H_0(x) \equiv 1, \quad H_1(x) = 2x \quad \text{and} \quad H_{n+1}(x) = 2xH_n(x) - 2nH_{n-1}(x)
\]  

(5.1)

will be used in our implementations. One of the well-known and useful facts of Hermite polynomials is that they are mutually orthogonal with respect to the weight \( w(x) = e^{-x^2} \). We define our generalized Hermite functions as

\[
H_n^{\alpha,\beta}(x) = \frac{1}{\sqrt{2^n n!}} H_n(\alpha(x - \beta)) e^{-\frac{1}{2} \alpha^2 (x-\beta)^2},
\]  

(5.2)
for $n \in \mathbb{Z}$ and $n \geq 0$, where $\alpha > 0$, $\beta \in \mathbb{R}$ are constants, namely the scaling factor and the translating factor, respectively. It is easy to derive the following properties for the generalized Hermite functions:

1. The $\{H_n^{\alpha,\beta}\}_{n=0}^{\infty}$ forms an orthogonal basis of $L^2(\mathbb{R})$, i.e.

$$\int_{\mathbb{R}} H_n^{\alpha,\beta}(x) H_m^{\alpha,\beta}(x) \, dx = \frac{\sqrt{\pi}}{\alpha} \delta_{nm},$$

(5.3)

where $\delta_{nm}$ is the Kronecker function.

2. $H_n^{\alpha,\beta}(x)$ is the $n^{th}$ eigenfunction of the following Strum-Liouville problem

$$e^{1/2 \alpha^2 (x-\beta)^2} \frac{d}{dx} \left( e^{-\alpha^2 (x-\beta)^2} \frac{d}{dx} \right) H_n^{\alpha,\beta}(x) + \lambda_n u(x) = 0,$$

(5.4)

with the corresponding eigenvalue $\lambda_n = 2\alpha^2 n$.

3. By convention, $H_n^{\alpha,\beta} \equiv 0$, for $n < 0$. For $n \in \mathbb{Z}$ and $n \geq 0$, the following three-term recurrence holds:

$$2\alpha (x - \beta) H_n^{\alpha,\beta}(x) = \sqrt{2n} H_n^{\alpha,\beta}(x) + \sqrt{2(n+1)} H_{n+1}^{\alpha,\beta}(x);$$

or

$$2\alpha^2 (x - \beta) H_n^{\alpha,\beta}(x) = \sqrt{\lambda_n} H_n^{\alpha,\beta}(x) + \sqrt{\lambda_{n+1}} H_{n+1}^{\alpha,\beta}(x).$$

(5.5)
4. The derivative of $H_n^{\alpha,\beta}(x)$ is a linear combination of $H_{n-1}^{\alpha,\beta}(x)$ and $H_{n+1}^{\alpha,\beta}(x)$:

$$
\partial_x H_n^{\alpha,\beta}(x) = \frac{1}{2} \sqrt{\lambda_n} H_n^{\alpha,\beta}(x) - \frac{1}{2} \sqrt{\lambda_{n+1}} H_{n+1}^{\alpha,\beta}(x) = \sqrt{\frac{n}{2}} \alpha H_{n-1}^{\alpha,\beta}(x) - \sqrt{\frac{n+1}{2}} \alpha H_{n+1}^{\alpha,\beta}(x).
$$

(5.6)

5. Properties 1) and 4) yield the “orthogonality” of $\{\partial_x H_n^{\alpha,\beta}(x)\}_{n=0}^{\infty}$:

$$
\int_{\mathbb{R}} \partial_x H_n^{\alpha,\beta}(x) \partial_x H_m^{\alpha,\beta}(x) dx = \begin{cases} 
\sqrt{\pi} \alpha (n + \frac{1}{2}) = \frac{\sqrt{\pi}}{4\alpha} (\lambda_n + \lambda_{n+1}), & \text{if } m = n; \\
- \frac{\alpha}{2} \sqrt{\pi (l + 1)(l + 2)} = - \frac{\sqrt{\pi}}{4\alpha} \sqrt{\lambda_{l+1}\lambda_{l+2}}, & l = \min\{n, m\}, \text{ if } |n - m| = 2; \\
0, & \text{otherwise.}
\end{cases}
$$

(5.7)

The generalized Hermite functions form a complete orthogonal basis in $L^2(\mathbb{R})$. That is, any function $u \in L^2(\mathbb{R})$ can be written in the form

$$
u(x) = \sum_{n=0}^{\infty} \hat{u}_n H_n^{\alpha,\beta}(x),$$

where $\{\hat{u}_n\}_{n=0}^{\infty}$ are the Fourier-Hermite coefficients, given by

$$
\hat{u}_n = \frac{\alpha}{\sqrt{\pi}} \int_{\mathbb{R}} u(x) H_n^{\alpha,\beta}(x) dx.
$$

(5.8)
Let us denote the subspace spanned by the first \(N + 1\) generalized Hermite functions as \(\mathcal{R}_N\):

\[
\mathcal{R}_N = \text{span}\{H_0^{\alpha,\beta}(x), \ldots, H_N^{\alpha,\beta}(x)\}.
\] (5.9)

We follow the convection in the asymptotic analysis that \(a \sim b\) means that there exists some constants \(C_1, C_2 > 0\) such that \(C_1a \leq b \leq C_2a\); \(a \precsim b\) means that there exists some constant \(C_3 > 0\) such that \(a \leq C_3b\).

It is shown in (57) that for \(\alpha > 0, \beta = 0\) the difference between an arbitrary function and its orthogonal projection onto \(\mathcal{R}_N\) in some suitable function space could be precisely estimated in terms of the scaling factor \(\alpha\) and the truncation mode \(N\). Let us first introduce the function space \(W_{r,\alpha,\beta}^r(\mathbb{R})\), for any integer \(r \geq 0\),

\[
W_{r,\alpha,\beta}^r(\mathbb{R}) := \left\{ u \in L^2(\mathbb{R}) : ||u||_{r,\alpha,\beta} < \infty, ||u||_{r,\alpha,\beta}^2 := \sum_{k=0}^{\infty} \lambda_k^{r+1} \hat{u}_k^2 \right\},
\] (5.10)

where \(\lambda_k\) is in Equation 6.3 and \(\hat{u}_k\) is the Fourier-Hermite coefficient in Equation 5.8. We shall denote the space by \(W^r(\mathbb{R})\) for short, hoping that no confusion will arise. Also, the norms will be denoted briefly as \(||\cdot||_r\). The larger \(r\) is, the smaller the space \(W^r(\mathbb{R})\) is, and the smoother the functions in \(W^r(\mathbb{R})\) are. The index \(r\) can be viewed as the indicator of the regularity of the functions.

Let us define the \(L^2\)–orthogonal projection \(P_N^{\alpha,\beta} : L^2(\mathbb{R}) \to \mathcal{R}_N\), of a given \(v \in L^2(\mathbb{R})\), by

\[
\langle v - P_N^{\alpha,\beta}v, \phi \rangle = 0, \quad \forall \phi \in \mathcal{R}_N.
\] (5.11)
The superscript \( \alpha, \beta \) will be dropped in \( P_N^{\alpha,\beta} \) in the sequel, since no confusion should arise. More precisely,

\[
P_N v(x) := \sum_{n=0}^{N} \hat{v}_n H_n^{\alpha,\beta}(x),
\]

where \( \hat{v}_n \) are the Fourier-Hermite coefficients defined in Equation 5.8. The truncated error \( \|u - P_N u\|_r \), for any integer \( r \geq 0 \), has been essentially estimated in Theorem 2.3 in (27), for \( \alpha = 1, \beta = 0 \), and in Theorem 2.1 in (57), for arbitrary \( \alpha > 0 \) and \( \beta = 0 \). For arbitrary \( \alpha > 0 \) and \( \beta \neq 0 \), the estimate still holds.

**Theorem 5.1.** For any \( u \in W^r(\mathbb{R}) \) and any integer \( 0 \leq \mu \leq r \), we have

\[
|u - P_N u|_\mu \lesssim \alpha^{\mu - r - \frac{1}{2}N^{\frac{\mu - r}{2}}} \|u\|_r,
\]

(5.12)

where \( |u|_\mu := \|\partial_x^\mu u\| \) are the seminorms, if \( N \gg 1 \).

**Proof.** The proof is extremely similar to those in (27) and (57). We use induction, and first establish it for \( \mu = 0 \). For any integer \( r \geq 0 \),

\[
\|u - P_N u\|^2 = \frac{\sqrt{\pi}}{\alpha} \sum_{n=N+1}^{\infty} \hat{u}_n^2 = \frac{\sqrt{\pi}}{\alpha} \sum_{n=N+1}^{\infty} \lambda_n^{-r} \lambda_n^r \hat{u}_n^2 \lesssim \alpha^{-2r-1} N^{-r} \|u\|^2_r.
\]

(5.13)
Suppose that for $1 \leq \mu \leq r$, Equation 5.12 holds for $\mu - 1$. We need to show that Equation 5.12 is also valid for $\mu$. It is clear that

$$|u - P_N u|_\mu \leq |\partial_x u - P_N \partial_x u|_{\mu - 1} + |P_N \partial_x u - \partial_x P_N u|_{\mu - 1}. \quad (5.14)$$

On the one hand, due to the assumption for $\mu - 1$, we apply Equation 5.12 to $\partial_x u$ and replace $\mu$ and $r$ with $\mu - 1$ and $r - 1$, respectively:

$$|\partial_x u - P_N \partial_x u|_{\mu - 1} \leq \alpha^{\mu - r - \frac{1}{2}} N^{\frac{\mu - r}{2}} ||\partial_x u||_{r - 1} \lesssim \alpha^{\mu - r - \frac{1}{2}} N^{\frac{\mu - r}{2}} ||u||_r, \quad (5.15)$$

where the last inequality holds because of the observation, that

$$||\partial_x u||^2_{r - 1} = \sum_{n=0}^{\infty} \lambda_{n+1}^{r-1} (\hat{\partial_x u}_n)^2$$

and

$$\hat{(\partial_x u)_n} = \frac{\alpha}{\sqrt{\pi}} \int_{\mathbb{R}} \partial_x u H^{\alpha,\beta}_n(x) dx = -\frac{\alpha}{\sqrt{\pi}} \int_{\mathbb{R}} u \partial_x H^{\alpha,\beta}_n(x) dx$$

$$= \frac{\alpha \sqrt{\lambda_{n+1}}}{2 \sqrt{\pi}} \int_{\mathbb{R}} u H^{\alpha,\beta}_n(x) dx - \frac{\alpha \sqrt{\lambda_n}}{2 \sqrt{\pi}} \int_{\mathbb{R}} u H^{\alpha,\beta}_{n-1}(x) dx$$

$$= \frac{\sqrt{\lambda_{n+1}}}{2} \hat{u}_{n+1} - \frac{\sqrt{\lambda_n}}{2} \hat{u}_{n-1}. $$
Here we used integration by parts and Equation 5.6. On the other hand, by virtue of Equation 5.6

\[ P_N \partial_x u - \partial_x P_N u = P_N \sum_{n=0}^{\infty} \hat{u}_n \partial_x H_n^{\alpha,\beta}(x) - \sum_{n=0}^{N} \hat{u}_n \partial_x H_n^{\alpha,\beta}(x) \]

\[ = - \frac{1}{2} \sum_{n=0}^{N-1} \sqrt{\lambda_{n+1}} \hat{u}_n H_{n+1}^{\alpha,\beta}(x) + \frac{1}{2} \sum_{n=0}^{N+1} \lambda_n \hat{u}_n H_{n-1}^{\alpha,\beta}(x) \]

\[ - \left[ - \frac{1}{2} \sum_{n=0}^{N} \sqrt{\lambda_{n+1}} \hat{u}_n H_{n+1}^{\alpha,\beta}(x) + \frac{1}{2} \sum_{n=0}^{N} \lambda_n \hat{u}_n H_{n-1}^{\alpha,\beta} \right] \]

\[ = \frac{1}{2} \sqrt{\lambda_{N+1}} \left[ \hat{u}_N H_{N+1}^{\alpha,\beta}(x) + \hat{u}_{N+1} H_{N}^{\alpha,\beta}(x) \right]. \]

This yields that

\[ |P_N \partial_x u - \partial_x P_N u|^2_{\mu-1} \lesssim \lambda_{N+1} \left( \hat{u}_N^2 |H_{N+1}^{\alpha,\beta}(x)|^2_{\mu-1} + \hat{u}_{N+1}^2 |H_{N}^{\alpha,\beta}(x)|^2_{\mu-1} \right), \quad (5.16) \]

due to the property of seminorms. Moreover, we estimate \( \hat{u}_N^2 \) and \( |H_k^{\alpha,\beta}(x)|^2_{\mu-1} \), for \( k = N, N+1 \):

\[ \hat{u}_N^2 \leq \sum_{n=N}^{\infty} \hat{u}_n^2 \leq \frac{\alpha}{\sqrt{\pi}} \| u - P_{N-1} u \|^2 \lesssim \alpha^{-2r} N^{-r} \| u \|^2_r, \quad (5.17) \]

by Equation 5.13. Similarly, \( \hat{u}_{N+1}^2 \lesssim \alpha^{-2r} N^{-r} \| u \|^2_r \). And

\[ |H_N^{\alpha,\beta}|^2_{\mu-1} = ||\partial_x^\mu H_N^{\alpha,\beta}(x)||^2 \lesssim \alpha^{-1} ||H_N^{\alpha,\beta}(x)||^2_{\mu-1} = \alpha^{-1} \lambda_N^{\mu-1} \leq \alpha^{-1} \lambda_{N+1}^{\mu-1}, \quad (5.18) \]
by Lemma 5.2, since \((H_N^{\alpha,\beta})_k = \delta_{kN}\), for \(k \in \mathbb{Z}^+\). Similarly, \(|H_{N+1}^{\alpha,\beta}|_{\mu-1}^2 \lesssim \alpha^{-1}\lambda_{N+1}^{\mu-1}\). Substituting Equation 5.17 and Equation 5.18 into Equation 5.16, we get

\[
|P_N \partial_x u - \partial_x P_N u|_{\mu-1}^2 \lesssim \alpha^{-2r-1}N^{-r}\lambda_{N+1}^\mu||u||_r^2 \lesssim \alpha^{2\mu-2r-1}N^{\mu-r}||u||_r^2, \tag{5.19}
\]

by the fact that \(\lambda_N = 2N\alpha^2\). The conclusion follows immediately from Equation 5.14, Equation 5.15 and Equation 5.19.

\[
\]

5.2 Hermite spectral method to 1D forward Kolmogorov equation (FKE)

The general 1D FKE is in the form

\[
\begin{cases}
  u_t(x,t) = p(x,t)u_{xx}(x,t) + q(x,t)u_x(x,t) + r(x,t)u(x,t), & \text{for } (x,t) \in \mathbb{R} \times \mathbb{R}_+ \\
  u(x,0) = \sigma_0(x).
\end{cases}
\tag{5.20}
\]

The well-posedness of 1D FKE has been investigated in (5). We state its key result here.

**Lemma 5.1** (Besala, (5)). Let \(p(x,t), q(x,t), r(x,t)\) (real valued) together with \(p_x, p_{xx}, q_x\) be locally Hölder continuous in \(D = (t_0, t_1) \times \mathbb{R}\). Assume that

1. \(p(x,t) \geq \lambda > 0, \forall (x,t) \in D\), for some constant \(\lambda\);

2. \(r(x,t) \leq 0, \forall (x,t) \in D\);

3. \((r - q_x + p_{xx})(x,t) \leq 0, \forall (x,t) \in D\).
Then the Cauchy problem Equation 5.20 with the initial condition \( u(x, t_0) = u_0(x) \) has a fundamental solution \( \Gamma(x, t; z, s) \) which satisfies

\[
0 \leq \Gamma(x, t; z, s) \leq c(t - s)^{-\frac{1}{2}}
\]

for some constant \( c \) and

\[
\int_{-\infty}^{\infty} \Gamma(x, t; z, s) dz \leq 1; \quad \int_{-\infty}^{\infty} \Gamma(x, t; z, s) dx \leq 1.
\]

Moreover, if \( u_0(x) \) is continuous and bounded, then

\[
u(x, t) = \int_{-\infty}^{\infty} \Gamma(x, t; z, t_0) u_0(z) dz
\]

is a bounded solution of Equation 5.20.

Through the transformation

\[
w(x, t) = e^{\frac{1}{2} \int_{-\infty}^{x} \ddot{q}(s, t) ds} u \left( \int_{-\infty}^{x} p^{\frac{1}{2}}(s, t) ds, t \right),
\]

(5.21)

where

\[
\ddot{q}(x, t) = p^{-\frac{1}{2}}(x, t) \left[ q(x, t) - \frac{1}{2} p^{-\frac{1}{2}} p_x(x, t) + \frac{1}{2} \int_{-\infty}^{x} p^{-\frac{1}{2}} p_t(s, t) ds \right],
\]

(5.22)
Equation 5.20 can be simplified to the following FKE, with the diffusion coefficient equal to 1 and without a convection term:

\[
\begin{cases}
    w_t(x,t) = w_{xx}(x,t) + V(x,t)w(x,t), & \text{for } \mathbb{R} \times \mathbb{R}_+ \\
    w(x,0) = w_0(x),
\end{cases}
\]  

(5.23)

where

\[
V(x,t) = \left[ -\frac{1}{4} \tilde{q}^2(x,t) - \frac{1}{2} \tilde{q}_x(x,t) + \frac{1}{2} \int_{-\infty}^{x} \tilde{q}_t(s,t)ds + r(x,t) \right].
\]  

(5.24)

**Remark 5.1.** From the computational point of view, the form in Equation 5.23 is superior to the original form in Equation 5.20 in general, when implementing with the HSM.

(i) If both the potential \(V(x,t)\) and the initial data \(w(x,0)\) are even functions in \(x\), so is the solution to Equation 5.23. With the fact that the odd modes of the Fourier-Hermite coefficients of the even functions are identically zeros, it requires half amount of computations to resolve the even functions.

(ii) Even when \(V(x,t)\) and \(w(x,0)\) are not even, it is still wise to get rid of the convection term, since this term will drive the states to left and right, and probably out of the current “window”. Shifting of the windows frequently by the moving-window technique will definitely affect the computational efficiency.
Let us consider the FKE Equation 5.23 with some source term $F(x,t)$. Let us use $u$ instead of $w$ in Equation 5.23. The weak formulation of HSM is to find $u_N(x,t) \in \mathcal{R}_N$ such that

$$\begin{align*}
\langle \partial_t u_N(x,t), \varphi \rangle &= -\langle \partial_x u_N(x,t), \varphi_x \rangle + \langle V(x,t)u_N(x,t), \varphi \rangle + \langle F(x,t), \varphi \rangle, \\
u_N(x,0) &= P_N u_0(x),
\end{align*}$$

(5.25)

for all $\varphi \in \mathcal{R}_N$. The convergence rate is stated below:

**Theorem 5.2.** Assume

$$-(1 + |x|^2)^\gamma \lesssim V(x,t) \leq C,$$

for all $(x,t) \in \mathbb{R} \times (0,T)$, for some $\gamma > 0$ and some constant $C$. If $u_0 \in W^r(\mathbb{R})$ and $u$ is the solution to Equation 5.23 with source term $F(x,t)$, then for $u \in L^\infty(0,T;W^r(\mathbb{R})) \cap L^2(0,T;W^r(\mathbb{R}))$ with $r > 2\gamma$ and

$$N \gg \max \left\{ \alpha^{\frac{4\gamma - 2r + 2}{2\gamma - 1} \frac{1}{2\gamma - 1}}, \alpha^{\frac{2 - \gamma}{\tilde{r}}} \max \{ (\alpha\beta)^{4\gamma}, 1 \}^{\frac{1}{2\gamma - 1}} \right\},$$

we have

$$\|u - u_N\|^2(t) \lesssim c^* \alpha^{-4\gamma - 1} \max \{ (\alpha\beta)^{4\gamma}, 1 \} N^{2\gamma - r},$$

(5.26)

where $c^*$ depends only on $T$, $\|u\|_{L^\infty(0,T;W^r(\mathbb{R}))}$ and $\|u\|_{L^2(0,T;W^r(\mathbb{R}))}$. 
Before we prove Theorem 5.2, we need some estimate on $\|x^{r_1} \partial_x^{r_2} u(x)\|^2$, for any integers $r_1, r_2 \geq 0$:

**Lemma 5.2.** For any function $u \in W^{r_1+r_2}(\mathbb{R})$, with some integers $r_1, r_2 \geq 0$, we have

$$\|x^{r_1} \partial_x^{r_2} u\|^2 \lesssim \alpha^{-2r_1-1} \max \{(\alpha \beta)^{2r_1}, 1\} ||u||^2_{r_1+r_2}. \quad (5.27)$$

**Proof.** For any integers $r_1, r_2 \geq 0$,

$$\|x^{r_1} \partial_x^{r_2} u\|^2 = \left\| \sum_{n=0}^{\infty} \hat{u}_n x^{r_1} \partial_x^{r_2} H^{\alpha, \beta}_n(x) \right\|^2 \sim \left\| \frac{1}{\alpha^{2r_1}} \sum_{n=0}^{\infty} \hat{u}_n \sum_{k=-r_2-r_1}^{r_2+r_1} a_{n,k} H^{\alpha, \beta}_{n+k}(x) \right\|^2,$$

by Equation 5.5 and Equation 5.6, where for each $n$ fixed, $a_{n,k}$ is a product of $2(r_1 + r_2)$ factors of $\alpha^2 \beta$ or $\sqrt{\lambda_{n+j}}$, with $-r_2 - r_1 \leq j \leq r_2 + r_1$. Let $n^* \geq 0$ such that $\alpha^2 \beta \sim \sqrt{\lambda_{n^*+1}}$. And notice that $\lambda_{n+j} \sim \lambda_{n+1}$ for $n + j \geq 0$ and $H^{\alpha, \beta}_{n+j}(x) \equiv 0$ for $n + j < 0$. Hence, we have

$$\|x^{r_1} \partial_x^{r_2} u(x)\|^2 \lesssim \alpha^{-1} \beta^{2r_1} \sum_{n=0}^{n^*} \lambda_{n+1}^{r_2+r_1} \hat{u}_n^2 + \alpha^{-2r_1-1} \sum_{n=n^*+1}^{\infty} \lambda_{n+1}^{r_2+r_1} \hat{u}_n^2$$

$$\leq \alpha^{-2r_1-1} \max \{(\alpha \beta)^{2r_1}, 1\} \|u\|^2_{r_1+r_2},$$

for any integers $r_1, r_2 \geq 0$, by Equation 5.3. \qed
Proof of Theorem 5.2. Denote $U_N = P_N u$ for simplicity. By Equation 5.23 with source term $F(x, t)$ and the definition of $U_N$, we obtain that

$$0 = \langle \partial_t (u - U_N), \varphi \rangle = -\langle u_x, \varphi_x \rangle + \langle V(x, t)u, \varphi \rangle + \langle F(x, t), \varphi \rangle - \langle \partial_t U_N, \varphi \rangle$$

$$\Rightarrow \langle \partial_t U_N, \varphi \rangle = -\langle u_x, \varphi_x \rangle + \langle V(x, t)u, \varphi \rangle + \langle F(x, t), \varphi \rangle,$$

(5.28) for all $\varphi \in \mathcal{R}_N$. Combining the above with Equation 5.25, yields that

$$\langle \partial_t (u_N - U_N), \varphi \rangle = -\langle u_x, \varphi_x \rangle + \langle V(x, t)(u_N - u), \varphi \rangle,$$

for all $\varphi \in \mathcal{R}_N$. Set $\varrho_N = u_N - U_N$. Choosing the function $\varphi = 2\varrho_N$, we have

$$\partial_t ||\varrho_N||^2 = -2||\partial_x \varrho_N||^2 - 2\langle \partial_x (U_N - u), \partial_x \varrho_N \rangle + 2\langle V(x, t)\varrho_N, \varrho_N \rangle + 2\langle V(x, t)(U_N - u), \varrho_N \rangle.$$

(5.29)

It follows from Young’s inequality that

$$|\langle \partial_x (U_N - u), \partial_x \varrho_N \rangle| \leq \frac{1}{4}||\partial_x (U_N - u)||^2 + ||\partial_x \varrho_N||^2.$$

(5.30)

The assumption $V(x, t) \leq C$ for $(x, t) \in \mathbb{R} \times (0, T)$ then yields

$$\langle V(x, t)\varrho_N, \varrho_N \rangle \leq C||\varrho_N||^2,$$

(5.31)
for \((x, t) \in \mathbb{R} \times (0, T)\). Moreover, we have

\[
|\langle V(x, t)(U_N - u), \varrho_N \rangle| \leq \frac{1}{2} ||V(U_N - u)||^2 + \frac{1}{2} ||\varrho_N||^2,
\]  

(5.32)

by the Cauchy-Schwartz inequality. Substituting Equation 5.30 - Equation 5.32 into Equation 5.29, we obtain

\[
\partial_t ||\varrho_N||^2 - (C + 1) ||\varrho_N||^2 \leq ||V(U_N - u)||^2 + \frac{1}{2} ||\partial_x(U_N - u)||^2.
\]  

(5.33)

Notice that \(V \gtrsim -(1 + |x|^2)\gamma\), for some \(\gamma > 0\). By the estimate in Lemma 5.2, we have

\[
||V(U_N - u)||^2 \lesssim ||(1 + |x|^2)^\gamma(U_N - u)||^2 \lesssim ||(x^{2\gamma} + 1)(U_N - u)||^2
\]

\[
\lesssim \alpha^{-4\gamma-1} \max \{ (\alpha\beta)^{4\gamma}, 1 \} \sum_{n=N+1}^{\infty} \lambda_n^{2\gamma} \hat{u}_n^2 + ||U_N - u||^2
\]

\[
\lesssim \alpha^{-4\gamma-1} \max \{ (\alpha\beta)^{4\gamma}, 1 \} N^{2\gamma-\gamma}||u||_r^2 + \alpha^{-2r-1}N^{-r}||u||_r^2.
\]  

(5.34)

The estimate of the second term on the right-hand side of Equation 5.34 follows from Theorem 5.1. Again by Theorem 5.1, we obtain

\[
||\partial_x(U_N - u)||^2 = ||U_N - u||_r^2 \lesssim \alpha^{-2r+1}N^{1-r}||u||_r^2.
\]  

(5.35)
Substituting Equation 5.34 and Equation 5.35 into Equation 5.33, we obtain

$$\partial_t \|\varrho_N\|^2 - (C + 1)\|\varrho_N\|^2 \lesssim \alpha^{-4\gamma - 1} \max \{((\alpha \beta)^{4\gamma}, 1) N^{2\gamma - r} \|u\|^2_r, \}
$$

provided that

$$N \gg \max \left\{ \alpha^{\frac{4\gamma - 2\gamma + 2}{2\gamma - 1}}, \alpha^{\frac{1}{1 - 2\gamma}} \right\} \max \left\{ \alpha^{\frac{2\gamma - 5}{7}} \right\}. \max \{((\alpha \beta)^{4\gamma}, 1) \right\}^{-\frac{1}{25}} \max \{((\alpha \beta)^{4\gamma}, 1) \right\}^{-\frac{1}{25}} \}
$$

Therefore, we have

$$\|\varrho_N\|^2(t) \lesssim \alpha^{-4\gamma - 1} \max \{((\alpha \beta)^{4\gamma}, 1) N^{2\gamma - r} \int_0^t e^{-(C+1)(t-s)} \|u\|^2_r(s) ds. \}
$$

By the triangle inequality and Theorem 5.1,

$$\|u - u_N\|^2(t) \leq \|\varrho_N\|^2 + \|u - U_N\|^2 \lesssim \alpha^{-4\gamma - 1} N^{2\gamma - r} \left[ \|u\|^2_r + \max \{((\alpha \beta)^{4\gamma}, 1) \int_0^t e^{-(C+1)(t-s)} \|u\|^2_r(s) ds \right] \lesssim c^* \alpha^{-4\gamma - 1} \max \{((\alpha \beta)^{4\gamma}, 1) N^{2\gamma - r}, \}
$$

where $c^*$ is a constant depending on $\|u\|_{L^\infty(0,T; W^r(\mathbb{R}))}$, $\|u\|_{L^2(0,T; W^r(\mathbb{R}))}$ and $T$. \qed

### 5.2.2 Guidelines of the scaling factor

From Theorem 5.1, it is known for sure that any function in $W^r(\mathbb{R})$ could be approximated well by the generalized Hermite functions, provided that the truncation $N$ is large enough.
However, in practice, “sufficiently” large \( N \) challenges the computer capacity. To improve the resolution of Hermite functions with reasonably large \( N \), we need the scaling factor \( \alpha \), as pointed out in (7). Many efforts have been made along this direction, refer to (6), (7), (55), etc. However, the optimal choice of \( \alpha \) (with respect to the truncation error) is still an open problem. In this subsection, we give a practical guideline to choose an appropriate scaling factor for the Gaussian type and super-Gaussian type functions.

It is well known that, for smooth functions \( f(x) = \sum_{n=0}^{\infty} \hat{f}_n H_{n}^{\alpha,\beta}(x) \), the exponential decay of the Fourier-Hermite coefficients \( |\hat{f}_n| \) with respect to \( n \) implies that the infinite sum is dominated by the first \( N \) terms, that is,

\[
| f(x) - \sum_{n=0}^{N} \hat{f}_n H_{n}^{\alpha,\beta}(x) | \approx O \left( \hat{f}_{N+1} \right),
\]

for \( N \gg 1 \). Thus, the suitable scaling factor is proposed to get the Fourier-Hermite coefficients decaying as fast as possible. Once the coefficient approaching the machine error (say \( 10^{-16} \)), many other factors such as the roundoff error will come into play. Hence, it is wise to truncate the series here. Therefore, we need some guidelines for choosing not only the suitable scaling factor \( \alpha \) but also the corresponding truncation mode \( N \).

Suppose the function \( f(x) \) peaks in the neighborhood of the origin and behaves asymptotically as \( e^{-p|x|^k} \) with some \( p > 0 \) and \( k \geq 2 \), as \( |x| \to +\infty \). Our guidelines are motivated by the following observations:
1. The function $f$ decays exponentially fast, as $|x| \to \infty$, so that \[
\hat{f}_n \approx \int_{-L}^{L} f(x) H_n^{\alpha, \beta}(x) \, dx,
\] provided $L$ is large enough, due to Equation 5.8.

2. For the exact Gaussian function $e^{-px^2}$, $p > 0$, the optimal $\alpha$ is naturally to be $\sqrt{2p}$ with the truncated mode $N = 1$. In fact, with this choice, $e^{-px^2} = H_0^{\alpha, 0}(x)$, $e^{-px^2}$ is orthogonal to all the rest of $H_n^{\alpha, 0}$, $n > 0$. That is, $(e^{-px^2})_0 \neq 0$ and $(e^{-px^2})_n \equiv 0$, $n \geq 1$. This suggests that the closer the asymptotical behavior of $f$ is to $e^{-\frac{1}{2} \alpha^2 x^2}$, the faster the Fourier-Hermite coefficients decays, and the smaller the truncation mode $N$ is.

3. It is natural to adopt the Gaussian-Hermite quadrature method to compute the Fourier-Hermite coefficients by Equation 5.8. The truncation mode $N$ has to be chosen such that the roots of Hermite polynomial $H_{N+1}$ cover the domain $[-\alpha L, \alpha L]$ where the integral Equation 5.8 is contributed most from both $f$ and $H_n^{\alpha, 0}$, $n = 0, \cdots, N$.

We describe our guidelines for the Gaussian type and the super-Gaussian type functions separately as follows.

Case I. Gaussian type, i.e. $f(x) \sim e^{-px^2}$, $p > 0$, as $|x| \to +\infty$.

1. $e^{-px^2} \sim e^{-\frac{1}{2} \alpha^2 x^2}$ as $|x| \to +\infty$, which yields $\alpha \approx \sqrt{2p}$;

2. The integrand in Equation 5.8 is approximately $e^{-2px^2}$. Using the machine error $10^{-16}$ to decide the domain of interest $L$, i.e. $e^{-2pL^2} \approx 10^{-16}$, it yields that $L \approx \sqrt{8p^{-1} \ln 10}$;

3. Determine the truncation mode $N$ such that the roots of Hermite polynomial $H_{N+1}$ covers approximately $(-\alpha L, \alpha L)$, where $\alpha L \approx 4\sqrt{\ln 10}$.

Case II. Super-Gaussian type, i.e. $f(x) \sim e^{-px^k}$, as $|x| \to +\infty$ for some $k > 2$, $p > 0$. 

Figure 1. The truncation error v.s. the truncation mode for \( f(x) = \cos\left(\frac{x}{10}\right)e^{-5x^2} \) is plotted, with \( \beta = 0 \) and \( \alpha = 4, 3.1 \) or 1.

1. Notice that \( e^{-\frac{1}{2}\alpha^2x^2} \gg e^{-px^k} \), when \( x \gg 1 \). Thus, we require that \( e^{-\frac{1}{2}\alpha^2x^2} \approx 10^{-16} \), which implies that \( \alpha L \approx \sqrt{32\ln 10} \);

2. We match \( e^{-px^k} \approx e^{-\frac{1}{2}\alpha^2x^2} \) near \( x = \pm L \) yields that \( \alpha \approx \sqrt{2pL^\frac{k}{2}-\frac{1}{2}} \). Hence, \( L \approx (16p^{-1}\ln 10)^\frac{1}{4} \), \( \alpha \approx 2\pi^{-\frac{4}{5}}\pi^\frac{1}{5}(\ln 10)^\frac{1}{2} \frac{1}{2} \);

3. Determine the truncation mode \( N \) such that the roots of the Hermite polynomial \( H_{N+1} \) cover approximately \( (-\alpha L, \alpha L) \).

To examine the feasibility of our guidelines, we explore the Gaussian type \( f(x) = e^{-5x^2} \cos\left(\frac{x}{10}\right) \).

According to the strategy in Case I, we choose the scaling factor \( \alpha \approx \sqrt{10} \approx 3.1 \), \( L \approx \sqrt{\frac{8\ln 10}{5}} \approx \)
1.9194 and $N \approx 24$. As shown in Figure 1, the truncation error with $\alpha = 3.1$ decays the most rapidly with respect to the truncation mode $N$, and approaches the machine error near the 20th mode. Meanwhile, the decay of the truncation error with $\alpha = 4$ and $\alpha = 1$ are much slower. Moreover, the truncation mode $N = 24$ is appropriate in the sense that the next few coefficients start to grow, due to the roundoff error.

**Remark 5.2.** 1) These guidelines are very practical. However, it is not the optimal scaling factor $\alpha$. For example, if $f(x) = e^{-\frac{1}{2}x^2}$, then the optimal scaling factor $\alpha = 1$ and $N = 0$, while $N = 24$ is chosen according to our guidelines.

2) Although the scaling factor helps to resolve the function concentrated in the neighborhood of the origin, it helps little if the function is peaked away from the origin. The numerical evidence could be found in Table I. This is the exact reason why we need to introduce the translating factor to the generalized Hermite functions when applying to the NLF problems.

### 5.2.3 Numerical verification of the convergence rate

To verify the convergence rate of HSM shown in Theorem 5.2, we explore a 1D FKE with some source $F(x,t)$. The exact solution could be found explicitly and is served as our benchmark. We consider the 1D FKE

\[
\begin{align*}
    u_t &= u_{xx} - x^2 u + (\sin t + \cos t + 3x)e^{-\frac{1}{2}x^2} \\
    u(x,0) &= xe^{-\frac{1}{2}x^2},
\end{align*}
\]

for $(x,t) \in \mathbb{R} \times [0,T]$. It is easy to verify that $u(x,t) = (x + \sin t)e^{-\frac{1}{2}x^2}$ is the exact solution.
Notice that the initial data, the potential and the source in Equation 5.36 are all concentrated around the origin. So, we set the translating factor $\beta = 0$. For notational convenience, we drop $\beta$ in this example. As to the suitable scaling factor $\alpha$, from our strategy in section 5.2.2, we know that it is better to let $\alpha = 1$. However, if we do so, the first two modes will give us an extremely good approximation. Hence, the error v.s. the truncation mode won’t be seen clearly. Due to this consideration, we pick $\alpha = 1.4$ (a little bit away from 1, but not too far away so that it won’t affect the resolution too much). The weak formulation (Equation 5.25) yields

$$\langle \partial_t u_N, \varphi \rangle = -\langle \partial_x u_N, \partial_x \varphi \rangle - \langle xu_N, x\varphi \rangle + \langle F(x,t), \varphi \rangle,$$

(5.37)

for all $\varphi \in \mathcal{R}_N$. Take the test functions $\varphi = H^\alpha_n(x)$, $n = 0, 1, \cdots, N$, in Equation 5.37. Since $u_N \in \mathcal{R}_N$, it can be written in the form

$$u_N(x,t) = \sum_{n=0}^{N} a_n(t) H^\alpha_n(x).$$

The matrix form of Equation 5.37 follows from Equation 5.5 and Equation 5.7:

$$\frac{d}{dt} \vec{a}(t) = A \vec{a}(t) + \vec{f}(t),$$

(5.38)
where $\vec{a}(t) = (a_0(t), a_1(t), \ldots, a_N(t))^T$, $\vec{f}(t) = \left(f_0(t), f_1(t), \ldots, f_N(t)\right)^T$ are column vectors with $N + 1$ entries, $\hat{f}_i(t)$, $i = 0, 1, \cdots, N$, are the Fourier-Hermite coefficients of $F(x,t)$ and $A$ is a penta-diagonal $(N + 1) \times (N + 1)$ constant matrix, where $A = -A_1 - A_2$, with

$$A_1(i,j) = \begin{cases} 
- \frac{\alpha^2}{2} \sqrt{(k+1)(k+2)}, & k = \min\{i,j\}, \quad |i-j| = 2, \\
\alpha^2 \left( i + \frac{1}{2} \right), & i = j, \\
0, & \text{otherwise}, 
\end{cases}$$

and

$$A_2(i,j) = \begin{cases} 
\frac{\sqrt{(k+1)(k+2)}}{2\alpha^2}, & k = \min\{i,j\}, \quad |i-j| = 2, \\
\frac{2i+1}{2\alpha^2}, & i = j, \\
0, & \text{otherwise}. 
\end{cases}$$

The $L^2$ errors v.s. the truncation mode $N$ at time $T = 0.1$ is plotted in Figure 2. The ODE Equation 5.38 is numerically solved by central difference scheme in time with the time step $dt = 10^{-5}$. It indeed illustrates the spectral accuracy of HSM.

5.3 Application to nonlinear filtering problems

Recalling the brief description of our algorithm in Chapter 2, the off-line computation is to numerically solve the FKE Equation 2.13 repeatedly on each interval $[\tau_i, \tau_{i+1}]$. Equation 2.13 is in the form of Equation 5.20 with

$$p(x,t) = \frac{1}{2} Q g^2; \quad q(x,t) = Q(g^2)_x - f_x; \quad r(x,t) = -\frac{1}{2} h^2 / S + Q(g_x^2 + g g_{xx}) - f_x,$$
Figure 2. The $L^2$-errors of the HSM to FKE Equation 5.36 v.s. the truncation mode $N = 5, 15, 25, 35$ and $45$ is plotted, with $\alpha = 1.4$, $\beta = 0$ and the time step $dt = 10^{-5}$.

where $Q, S, f, g$ and $h$ are in Equation 2.1.

### 5.3.1 Existence and uniqueness of the solution to 1D FKE

We interpret the well-posedness theorem, i.e. Lemma 5.1, for general 1D FKE in the framework of the NLF problems.

**Proposition 5.1** (Existence). Let $f, g, h$ in Equation 2.1 be Hölder continuous functions in $\mathcal{D} := \mathbb{R} \times (t_0, t_1)$. Also, assume that $g_x, g_{xx}$ and $f_x$ exist and are also Hölder continuous in $\mathcal{D}$.

Assume further that

1. $Qg^2 \geq \lambda > 0$, for some $\lambda > 0$;
2. $S > 0$;

3. $-\frac{1}{2}h^2/S - f_x + Q(g_x^2 + gg_{xx}) \leq C$, for some constant $C$, for $(x,t) \in D$. Then there exists a bounded solution $u(x,t)$ to Equation 5.20, if the initial condition $u_0(x)$ is continuous and bounded.

Proof. Conditions 1)-3) in Lemma 5.1 are directly translated into conditions 1)-3) in this proposition with $C \leq 0$. For $C > 0$, let $v(x,t) = e^{-C(t-t_0)}u(x,t)$, then $v$ satisfies

$$v_t(x,t) = p(x,t)v_{xx}(x,t) + q(x,t)v_x(x,t) + (r(x,t) - C)v(x,t),$$

for $(x,t) \in D$, with the initial condition $v(x,t_0) = u_0(x)$. The coefficients in Equation 5.39 satisfy the conditions in Lemma 5.1. Thus, we apply Lemma 5.1 directly to Equation 5.39. The existence of the solution to Equation 5.20 follows immediately.

Remark 5.3. In practice, the initial data of the conditional density function has either compact support or exponentially decay as $|x| \to +\infty$. So, the assumption on the initial data in Proposition 5.1 always holds.

For simplicity, we establish the uniqueness for Equation 5.23, instead of Equation 5.20. They can be easily transformed into each other, due to the bijective transformation Equation 5.21.

Proposition 5.2 (Uniqueness). There exists a unique solution to Equation 5.23 in the class that

$$\{u : \lim_{|x| \to \infty} uu_x = 0\} \text{ if } V(x,t) \text{ is bounded from above in } D.$$
Proof. Case I: Assume $V(x,t) \leq 0$ in $\mathcal{D}$. Suppose there exist two distinct solutions to Equation 5.23, say $u_1$ and $u_2$. Denote $\eta := u_1 - u_2$, and then $\eta$ satisfies

$$\eta_t = \eta_{xx} + V(x,t)\eta,$$

(5.40)

in $\mathcal{D}$ with the initial condition $\eta(x,t_0) = 0$. Using the standard energy estimate, i.e. multiplying Equation 5.40 with $\eta$ and integrating with respect to $x$ in $\mathbb{R}$:

$$\frac{1}{2}||\eta||_t^2 = -||\eta_x||^2 + \int_{\mathbb{R}} V(x,t)\eta^2 dx \leq -||\eta_x||^2 \leq 0,$$

by integration by parts, and the facts that $\lim_{|x| \to \infty} \eta \eta_x = 0$ and $V(x,t) \leq 0$ in $\mathcal{D}$. This yields that

$$||\eta||^2(t) \leq ||\eta||^2(t_0),$$

for $t \in (t_0, t_1)$. With the fact that $\eta(x,t_0) = 0$, we conclude that $\eta \equiv 0$ in $\mathcal{D}$, i.e. $u_1 \equiv u_2$.

Case II: Assume $V(x,t) \leq C$, for some $C > 0$. We use the strategy in the proof of Proposition 5.1. Let $v(x,t) = e^{-C(t-t_0)}u(x,t)$, then $v$ satisfies Equation 5.23 with the potential $V(x,t) - C \leq 0$ in $\mathcal{D}$. By case I, we conclude the uniqueness of $v$, and thus that of $u$. \qed

Remark 5.4. Similar conditions as in Proposition 5.1 were used to guarantee the well-posedness of the “pathwise-robust” DMZ equation (see Chapter 3) and to establish the convergence of our algorithm (see Chapter 4). They essentially require that $h$ has to grow faster than $f$. They
are not restrictive in the sense that most of the polynomial sensors are included. For example, 
\[ f(x) = f_0 x^j, \quad g(x) = g_0 (1 + x^2)^k \quad \text{and} \quad h(x) = h_0 x^l, \]
with \( S, Q > 0 \), \( f_0, g_0 \) and \( h_0 \) are constants, \( j, k, l \in \mathbb{N} \), provided \( l > \max \left\{ \frac{j-1}{2}, 2k - 1 \right\} \).

5.3.2 Translating factor \( \beta \) and moving-window technique

As we mentioned before, the untranslated Hermite functions with suitable scaling factor 
could resolve functions concentrated in the neighborhood of the origin accurately and effectively. 
However, the states of the NLF problems could be driven to left and right during the on-line experiments. 
It is not hard to imagine that the “peaking” area of the density function escapes 
from the current “window”. As numerical evidence, Figure 6 is the plot of the normalized 
density function of the cubic sensor.

The idea of the translating factor is that, under the circumstance that the function is peaking 
far away from the “window” covered by the current Hermite functions, we translate the current 
Hermite functions to the “support” of the function, by letting the translating factor \( \beta \) be near 
the “peaking” area of the function.

In Table I, we list the truncation error of the Gaussian function 
\[ f(x) = e^{-\frac{1}{2} (x-p_0)^2} \]
with various \( p_0 = -1, 0, \cdots, 4 \) and different translating factors \( \beta = 0 \) or 3. The truncation errors 
with different translating factor \( \beta \) is denoted as \( \text{error}_\beta \), which is defined as \( ||f - \sum_{n=0}^{N} \hat{f}_n H_n^\alpha \beta|| \).

According to the guidelines in section 5.2.2, the scaling factor is \( \alpha = 1 \) and the truncation mode is \( N = 24 \). As shown in Table I, the further the function is peaking away from the origin, 
the larger the error is with untranslated Hermite functions. But with appropriate translating
TABLE I

TRUNCATION ERROR V.S. THE “PEAKING” $p_0$ OF THE GAUSSIAN FUNCTION $F(X) = e^{-\frac{1}{2}(X-p_0)^2}$.

<table>
<thead>
<tr>
<th>$p_0$</th>
<th>error$_0$</th>
<th>error$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>$3.3 \times 10^{-13}$</td>
<td>$1.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>0</td>
<td>$8.2 \times 10^{-15}$</td>
<td>$7.7 \times 10^{-6}$</td>
</tr>
<tr>
<td>1</td>
<td>$1.6 \times 10^{-13}$</td>
<td>$1.8 \times 10^{-9}$</td>
</tr>
<tr>
<td>2</td>
<td>$1.8 \times 10^{-9}$</td>
<td>$3.3 \times 10^{-13}$</td>
</tr>
<tr>
<td>3</td>
<td>$7.7 \times 10^{-6}$</td>
<td>$8.2 \times 10^{-15}$</td>
</tr>
<tr>
<td>4</td>
<td>$1.1 \times 10^{-8}$</td>
<td>$1.6 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

factor, the function could be resolved very well with the same scaling factor, for example, $\text{error}_3 \approx 10^{-16}$ for $f(x) = e^{-\frac{1}{2}(x-3)^2}$.

Indeed, this fact motivates the idea of a moving-window technique. The suitable width of the window could be pre-determined if the truncation error of the density function v.s. various “peaking” $p_0$ is investigated beforehand. To be more precise, suppose we know the asymptotic behavior of the density function of the NLF problem from the asymptotical analysis, say $\sim e^{-px^k}$, with some $p > 0$, $k \geq 2$. According to the guidelines in section 5.2.2, the suitable scaling factor $\alpha$ and the truncation mode $N$ with $\beta = 0$ could be chosen. With these parameters, a table similar to Table I could be obtained, i.e. the truncation error ($\text{error}_0$) of the function $e^{-p(x-p_0)^k}$ v.s. various $p_0$. If the error tolerance is given, then the appropriate width of the window is obtained according to the table. Let us take Table I as an example. If the asymptotic behavior of the density function is $e^{-\frac{1}{2}x^2}$, then the scaling factor $\alpha = 1$ and the truncation mode
$N = 24$. Suppose we set the error tolerance to be $10^{-5}$, then the suitable width of the window would be $3 + 3 = 6$, from the first two columns of Table I. The window, that covers the origin, would be $[-3, 3]$.

Our algorithm with the moving-window technique is illustrated in the flowchart Figure 3. It reads as follows. Without loss of generality, assume that the expectation of the initial distribution of the state is near 0. During the experimental time, say $[0, T]$, the state remains inside some bounded interval $[-L, L]$, for some $L > 0$. We first cover the neighborhood of 0 by the untranslated Hermite functions $\{H_n^{\alpha,0}\}_{n=0}^N$, where $\alpha$, $N$ can be chosen according to the guidelines in section 5.2.2. With the given error tolerance, the suitable width of the window could be pre-defined, denoted as $L_w$. If $[-L, L] \subset [-L_w, L_w]$, then no moving-window technique is needed. Hence, the on-line experiment runs always within the left half loop in Figure 3. Otherwise, $\{\beta_j\}_{j=0}^J$, for some $J > 0$, need to be prepared beforehand, such that $[-L, L] \subset \bigcup_{j=0}^J (-L_w + \beta_j, \beta_j + L_w)$. The off-line data corresponding to different intervals $(-L_w + \beta_j, \beta_j + L_w)$ have to be pre-computed and stored ahead of time. During the on-line experiment, if the expectation of the state $E[x_t]$ moves across the boundary of the current “window” (the condition in the rhombic box in Figure 3 is satisfied), the current “window” is shifted to the nearby window, into which $E[x_t]$ falls. That is, the right half loop in Figure 3 is performed once.

Let us analyze the computational cost of our algorithm. Notice that only the storage capacity of the off-line data and the number of the flops for on-line performance need to be taken into consideration in our algorithm. Without loss of generality, let us assume, as before,
that $E[x](0)$ is near 0 and our state is inside $[-L, L] \subset \bigcup_{j=0}^{J} (-L_w + \beta_j, \beta_j + L_w)$. For simplicity and clarity, let us first assume further that

1. The operator $\left( L - \frac{1}{2} h^T S^{-1} h \right)$ is not explicitly time-dependent;
2. The time steps are the same, i.e. $\tau_{i+1} - \tau_i = \Delta t$.

The storage of the off-line data, on each interval $(-L_w + \beta_j, \beta_j + L_w)$, requires storing $(N + 1)^2$ floating point numbers. Hence, the $(J + 1)$ intervals requires to store $(J + 1)(N + 1)^2$ floating point numbers. As to the number of the flops in the on-line computations, if no moving-window technique is adopted during the experiment, for each time step, it requires $O((N + 1)^2)$ flops. The number of the flops to complete the experiment during $[0, T] = \bigcup_{i=0}^{k-1} [\tau_i, \tau_{i+1}]$ is $O(k(N + 1)^2)$. Suppose the number of window shifts during $[0, T]$ is $P$, then the total number of flops is $O ((k + P)(N + 1)^2)$.

**Remark 5.5.** Even if either assumption 1) or 2) is not satisfied, the real-time manner of our algorithm won’t be affected. This is because the number of the flops in the on-line experiment remains the same. But the off-line data will take more storage as the trade-off. To be more specific, on each interval $(-L_w + \beta_j, \beta_j + L_w)$, it requires to store $k \times (N + 1)^2$ floating point numbers, where $k$ is the total number of time steps. Therefore, the total storage is $k(J + 1)(N + 1)^2$ floating point numbers.

### 5.4 Numerical simulations

In this subsection, we shall validate our algorithm by solving three NLF problems: two “time-invariant” cases and one “time-varying” case. Our algorithm is compared with either the
extended Kalman filter (EKF) or the particle filters (PF). The particle filters are implemented based on the algorithm described in (1), and systematic resampling is adopted if the effective sample size drops below 50% of the total number of particles. As we shall see, to achieve similar accuracy our algorithm surpasses both the EKF and the PF in the real-time manner.

5.4.1 “time-invariant” case: 1D almost linear filter

The signal observation model we are considering here is

\[
\begin{align*}
    dx_t &= dv_t \\
    dy_t &= x_t(1 + 0.25 \cos x_t)dt + dw_t,
\end{align*}
\]

where \( x_t, y_t \in \mathbb{R}, v_t, w_t \) are scalar Brownian motion processes with \( E[dv_t^Tdv_t] = 1 \) and \( E[dw_t^Td w_t] = 1 \). Suppose the signal at the beginning is somewhere near the origin.

The corresponding FKE Equation 2.13 in this case is

\[
u_t = \frac{1}{2} u_{xx} - \frac{1}{2} x^2(1 + \cos x)^2u
\]

(5.41)

Assume further that the initial distribution of \( x_0 \) is \( u_0(x) = e^{-x^4} \). This assumption is not crucial at all. The non-Gaussian ones, for example \( u_0(x) = e^{-x^4} \), will give the similar results as the Gaussian one.

It is easy to see that the asymptotic behavior of the solution to Equation 5.41 is \( e^{-\frac{x^2}{T}} \). With the guidelines, we choose \( \alpha = 1, \beta = 0 \) and \( N = 25 \) for the starting interval. We shall run the experiment for the total time \( T = 50 \). Thus, we expect the density function probably will move
out of the starting interval. Table I suggests that the appropriate width of the window should be 3, if the error tolerance is set to be $10^{-5}$. We shall overlap the adjacent windows a little bit to prevent frequent shifting of windows. Let us take the width of the overlaped region to be 0.5. Therefore, as the preparation for the moving-window technique, we shall prepare the off-line data for $[-19.5, -13.5]$, $[-14, -8]$, $[-8.5, -2.5]$, $[-3, 3]$, $[2.5, 8.5]$, $[8, 14]$ and $[13.5, 19.5]$. The corresponding $\beta$'s are $-16.5$, $-11$, $-5.5$, $0$, $5.5$, $11$ and $16.5$. The barrier in the rhombic box in the flowchart Figure 3 should be 3 (the width of the “window”).

Our algorithm is compared with the PF with 10 or 50 particles in Figure 4 for the total experimental time $T = 50$. The time step is $\Delta t = 0.01$. All three filters show acceptable experimental results. It is clear (between time 10 to 30) that the PF with 50 particles gives closer estimation to our algorithm than that with 10 particles. But as to the efficiency, our algorithm is superior to the PF, since the CPU times of PF with 10 and 50 particles are 5.00s and 35.75s respectively, while that of our algorithm is only 2.62s. As to the storage, the size of the binary file to keep the off-line data is only 35.5kB. During this particular on-line experiment, the window has been shifted 13 times, which can’t be seen from the figure at all. It also seems that the moving-window technique doesn’t affect the efficiency of our algorithm.

5.4.2 “time-invariant” case: cubic sensor in the channel

We consider cubic sensor in the channel $x_t \in [-3, 3]$: 

\[
\begin{cases}
  dx_t = dv_t \\
  dy_t = x_t^3 dt + dw_t, 
\end{cases}
\]  

(5.42)
where \( x_t, y_t \in \mathbb{R}, v_t, w_t \) are scalar Brownian motion processes with \( E[dv_t^T dv_t] = 1, E[du_t^T dw_t] = 1 \). Assume the initial state is somewhere near 0.

The FKE Equation 2.13 is

\[
 u_t = \frac{1}{2} u_{xx} - \frac{1}{2} x^6 u. 
\] (5.43)

Furthermore, we assume the initial distribution is \( u_0(x) = e^{-x^4/4} \). We set our translating factor \( \beta = 0 \) and the moving-window technique won’t be used. According to the guidelines in section 5.2.2, we choose the scaling factor \( \alpha \approx 2^\frac{3}{2} \left( \frac{\ln 10}{4} \right)^\frac{1}{4} \approx 2.4637 \), and the truncated mode \( N \approx 45 \).

In Figure 5, we compare our algorithm with the PF with 50 particles for \( T = 50 \). The observation data come in every 0.01. Figure 5 reads that both filters work very well. The result of our algorithm nearly overlaps with that of the particle filter, for all times. However, the CPU time of our algorithm is 4.90s, while that of PF is 37.17s. With our algorithm, the on-line computational time for every estimation of the state is around 0.001s, which is 10 times less than the update time 0.01s. This indicates that our algorithm is indeed a real-time solver. The normalized density functions, which is defined as \( \frac{u(x,t)}{\max_{x \in \mathbb{R}} u(x,t)} \), have been plotted every other 1s in Figure 6.
5.4.3 "time-varying" case: the 1D almost linear sensor

The 1D almost linear “time-varying” sensor we are considering is

\[
\begin{aligned}
    dx_t &= [1 + 0.1 \cos (20\pi t)] dv_t \\
    dy_t &= x_t[1 + 0.25 \cos (x_t)]dt + dw_t,
\end{aligned}
\]  

(5.44)

where \( x_t, y_t \in \mathbb{R} \), \( v_t, w_t \) are scalar Brownian motion processes with \( E[dv_t^T dv_t] = E[dw_t^T dw_t] = 1 \).

The FKE Equation 2.13 in this example is

\[
u_t = \frac{1}{2} [1 + 0.1 \cos (20\pi t)]^2 u_{xx} - \frac{1}{2} x^2 [1 + 0.25 \cos (x)]^2 u,
\]

with the initial data \( u_0(x) = e^{-x^2/2} \) and the updated initial data

\[
u_i(x, \tau_i) = e^{x^2 [1 + 0.25 \cos (x)]} dy_i u_{i-1}(x, \tau_i),
\]

\( i = 1, 2, \cdots, k \). In Figure 7, our algorithm tracks the state’s expectation at least as well as the EKF. The total simulation time is \( T = 60 \), and the update time step is \( dt = \tau_{i+1} - \tau_i = 0.01 \). It costs our algorithm only around 3.17s to complete the simulation, i.e. the on-line computational time is less than \( 5 \times 10^{-4} \)s, which is around 20 times shorter than the updated time.
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Figure 3. The flowchart of our algorithm, where $\beta' \in \{\beta_j\}_{j=0}^J$. 
Figure 4. Almost linear filter is investigated with our algorithm and the particle filter with 10 and 50 particles. The total experimental time is $T = 50$ s. And the update time is $\Delta t = 0.01$.

Figure 5. Cubic sensor in the channel is experimented for $T = 50$, with the time step $\Delta t = 0.01$ s, by both particle filter and our algorithm.
Figure 6. The normalized density functions are plotted every other 1s for the cubic sensor in the channel.

Figure 7. 1D “time-varying” almost linear sensor, with the initial condition $u_0(x) = e^{-\frac{x^2}{2}}$. Black: real state; Green: extended Kalman filter; Red: our algorithm.
CHAPTER 6

OUR ALGORITHM IN HIGHER DIMENSIONS

In the design of our algorithm, it is central to solve the FKE accurately and update rapidly the initial data at the beginning of each interval. The main difficulty on applying our algorithm to high-dimensional NLF problems is the so-called “curse of dimensionality”. As mentioned in Chapter 1, we shall resort to the HSM, combined with the sparse grids algorithms.

6.1 Hyperbolic cross (HC) approximation with generalized Hermite functions

6.1.1 Notations

Let us first clarify the notations to be used in this chapter.

- Let \( \mathbb{R} \) (resp., \( \mathbb{N} \)) denote all the real numbers (resp., natural numbers), and let \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \).
- For any \( d \in \mathbb{N} \), we use boldface lowercase letters to denote \( d \)-dimensional multi-indices and vectors, e.g., \( \mathbf{k} = (k_1, k_2, \ldots, k_d) \in \mathbb{N}_0^d \) and \( \mathbf{\alpha} = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{R}^d \).
- Let \( \mathbf{1} = (1, 1, \ldots, 1) \in \mathbb{N}^d \), and let \( \mathbf{e}_i = (0, \ldots, 1 \ldots, 0) \) be the \( i \)th unit vector in \( \mathbb{R}^d \). For any scalar \( s \in \mathbb{R} \), we define the componentwise operations:

\[
\mathbf{\alpha} \pm \mathbf{k} = (\alpha_1 \pm k_1, \ldots, \alpha_d \pm k_d), \quad \mathbf{\alpha} \pm s := \mathbf{\alpha} \pm s \mathbf{1} = (\alpha_1 \pm s, \ldots, \alpha_d \pm s),
\]

\[
\frac{1}{\mathbf{\alpha}} = \left( \frac{1}{\alpha_1}, \ldots, \frac{1}{\alpha_d} \right), \quad \mathbf{\alpha}^k = \alpha_1^{k_1} \cdots \alpha_d^{k_d}
\]
and

\[ \alpha \geq k \iff \alpha_j \geq k_j, \quad \forall 1 \leq j \leq d; \quad \alpha \geq s \iff \alpha_j \geq s, \quad \forall 1 \leq j \leq d. \]

- The frequently used norms are denoted as

\[ |k|_1 = \sum_{j=1}^{d} k_j; \quad |k|_{\infty} = \max_{1 \leq j \leq d} k_j; \quad |k|_{\text{mix}} = \prod_{j=1}^{d} \bar{k}_j, \]

where \( \bar{k}_j = \max\{1, k_j\} \).

- Given a multivariate function \( u(x) \), we denote, the \( k \)th mixed partial derivative by

\[ \partial^k_x u = \partial^{k_1}_{x_1} \cdots \partial^{k_d}_{x_d} u. \]

In particular, we denote \( \partial^s_x u = \partial^1_x u = \partial^{(s,s,\ldots,s)}_x u \).

- Let \( L^2(\mathbb{R}^d) \) be the Lebesgue space in \( \mathbb{R}^d \), equipped with the norm \( || \cdot || = (\int_{\mathbb{R}^d} | \cdot |^2 dx)^{1/2} \) and the scalar product \( \langle \cdot, \cdot \rangle \).

- We follow the convention in the asymptotic analysis, \( a \sim b \) means that there exists some constants \( C_1, C_2 > 0 \) such that \( C_1 a \leq b \leq C_2 a \); \( a \preceq b \) means that there exists some constant \( C_3 > 0 \) such that \( a \leq C_3 b \).

- We denote \( C \) as some generic positive constant, which may vary from line to line.
6.1.2 Generalized Hermite functions and its properties

For the convenience of analysis in this chapter, we define the generalized Hermite functions slightly different from those in Chapter 5. Let us define the univariate generalized Hermite functions as

\[ \mathcal{H}_n^{\alpha,\beta}(x) = \left( \frac{\alpha}{2^{\alpha/2} \sqrt{\pi}} \right)^{1/2} H_n(\alpha(x - \beta)) e^{-\frac{1}{2} \alpha^2 (x-\beta)^2}, \]

(6.1)

for \( n \geq 0 \), where \( \alpha > 0 \) is the scaling factor, \( \beta \in \mathbb{R} \) is the translating factor, and \( \{H_n(x)\}_{n \in \mathbb{N}_0} \) is the physical Hermite polynomials as introduced in Chapter 5. It is readily to derive the following properties for \( \{\mathcal{H}_n^{\alpha,\beta}(x)\}_{n \in \mathbb{N}_0} \):

\( \diamond \) The \( \{\mathcal{H}_n^{\alpha,\beta}\}_{n \in \mathbb{N}_0} \) forms an orthonormal basis of \( L^2(\mathbb{R}) \), i.e.

\[ \int_{\mathbb{R}} \mathcal{H}_n^{\alpha,\beta}(x) \mathcal{H}_m^{\alpha,\beta}(x) dx = \delta_{nm}, \]

(6.2)

where \( \delta_{nm} \) is the Kronecker function.

\( \diamond \) \( \mathcal{H}_n^{\alpha,\beta}(x) \) is the \( n \)th eigenfunction of the following Sturm-Liouville problem

\[ e^{\frac{1}{2} \alpha^2 (x-\beta)^2} \partial_x \left( e^{-\frac{1}{2} \alpha^2 (x-\beta)^2} \partial_x \left( e^{\frac{1}{2} \alpha^2 (x-\beta)^2} u(x) \right) \right) + \lambda_n u(x) = 0, \]

(6.3)

with the corresponding eigenvalue \( \lambda_n = 2\alpha^2 n \).
By convention, \( H_n^{\alpha,\beta} \equiv 0 \), for \( n < 0 \). For \( n \geq 0 \), the three-term recurrence is inherited from the Hermite polynomials:

\[
2\alpha^2(x - \beta)H_n^{\alpha,\beta}(x) = \sqrt{\lambda_n}H_{n-1}^{\alpha,\beta}(x) + \sqrt{\lambda_{n+1}}H_{n+1}^{\alpha,\beta}(x).
\]

(6.4)

The derivative of \( H_n^{\alpha,\beta}(x) \) is explicitly expressed, namely

\[
\partial_x H_n^{\alpha,\beta}(x) = \frac{1}{2}\sqrt{\lambda_n}H_{n-1}^{\alpha,\beta}(x) - \frac{1}{2}\sqrt{\lambda_{n+1}}H_{n+1}^{\alpha,\beta}(x).
\]

(6.5)

Let \( D_x = \partial_x + \alpha^2(x - \beta) \). Then

\[
D_x^k H_n^{\alpha,\beta}(x) = \sqrt{\mu_{n,k}}H_{n-k}^{\alpha,\beta}(x), \quad \forall \, n \geq k \geq 1,
\]

(6.6)

where

\[
\mu_{n,k} = \prod_{j=0}^{k-1} \lambda_{n-j} = \frac{2^k\alpha^{2k} n!}{(n-k)!}, \quad \text{for } n \geq k \geq 1.
\]

(6.7)

The orthogonality of \( \{ D_x^k H_n^{\alpha,\beta}(x) \}_{n \in \mathbb{N}_0} \) holds, i.e.,

\[
\int_{\mathbb{R}} D_x^k H_n^{\alpha,\beta}(x) D_x^k H_m^{\alpha,\beta}(x) dx = \mu_{n,k} \delta_{nm}.
\]

(6.8)
For notational convenience, we extend $\mu_{n,k}$ for all $n, k \geq 0$.

\[
\mu_{n,k} = \begin{cases} 
1, & \text{if } k = 0, n \geq 0, \\
0, & \text{if } k > n \geq 0.
\end{cases}
\] (6.9)

Now we define the d-dimensional generalized Hermite functions by

\[
\mathcal{H}^{\alpha,\beta}_n(x) = \prod_{j=1}^{d} \mathcal{H}^{\alpha_j,\beta_j}_{n_j}(x_j),
\]

for $\alpha > 0, \beta \in \mathbb{R}^d$ and $x \in \mathbb{R}^d$. It verifies readily that the properties Equation 6.6 - Equation 6.8 can be extended correspondingly to multivariate generalized Hermite functions. Let $\mathcal{D}^k_x = \mathcal{D}^k_{x_1} \cdots \mathcal{D}^k_{x_d}$, then

\[
\mathcal{D}^k_x \mathcal{H}^{\alpha,\beta}_n = \sqrt{\mu_{n,k}} \mathcal{H}^{\alpha,\beta}_{n-k},
\] (6.10)

and

\[
\int_{\mathbb{R}^d} \mathcal{D}^k_x \mathcal{H}^{\alpha,\beta}_n(x) \mathcal{D}^k_x \mathcal{H}^{\alpha,\beta}_m(x) dx = \mu_{n,k} \delta_{nm},
\] (6.11)

for $\alpha > 0, \beta \in \mathbb{R}^d$, where

\[
\mu_{n,k} = \prod_{j=1}^{d} \mu_{n_j,k_j}, \quad \text{and} \quad \delta_{nm} = \prod_{j=1}^{d} \delta_{n_j,m_j}.
\] (6.12)
Here, $\mu_\cdot$ is defined in Equation 6.7 and Equation 6.9, and $\delta_{nm}$ is the tensorial Kronecker function.

The generalized Hermite functions $\{H_{n}^{\alpha,\beta}(x)\}_{n \in \mathbb{N}_0^d}$ form an orthonormal basis of $L^2(\mathbb{R}^d)$. That is, for any function $u \in L^2(\mathbb{R}^d)$ can be written in the form

$$u(x) = \sum_{n \geq 0} \hat{u}_n^{\alpha,\beta} H_{n}^{\alpha,\beta}(x), \quad \text{with} \quad \hat{u}_n^{\alpha,\beta} = \int_{\mathbb{R}^d} u(x) H_{n}^{\alpha,\beta}(x) \, dx. \quad (6.13)$$

Hence, we have $D^k_x u(x) = \sum_{n \geq k} \hat{u}_n^{\alpha,\beta} D^k_x H_{n}^{\alpha,\beta}(x)$. Furthermore,

$$\|D^k_x u\|^2 = \sum_{n \geq k} \mu_{n,k} |\hat{u}_n^{\alpha,\beta}|^2 = \sum_{n \in \mathbb{N}_0^d} \mu_{n,k} |\hat{u}_n^{\alpha,\beta}|^2, \quad (6.14)$$

by Equation 6.9.

6.1.3 Multivariate orthogonal projection and approximations

In this subsection, we aim to arrive at some typical error estimates of the form

$$\inf_{U_N \in X_N} \|u - U_N\|_l \lesssim N^{-c(l,r)} \|u\|_r,$$

where $c(l,r)$ is some positive constant depending on $l$ and $r$, $\|\cdot\|_l$ is the norm of some function space, $l$ indicates the regularity of the function in some sense, and $X_N$ is an approximation space. In the sequel, $X_N$ is defined as

$$X_N^{\alpha,\beta} = \text{span}\{H_{n}^{\alpha,\beta} : n \in \Omega_N\}, \quad (6.15)$$
where $\Omega_N \subset \mathbb{N}_0^d$ is some index set. With different choices of $\Omega_N$, we arrive at different approximations, including the full grid, regular hyperbolic cross (RHC) and optimized hyperbolic cross (OHC), etc.

Let us denote the orthogonal projection operator $P_{\alpha, \beta}^N : L^2(\mathbb{R}^d) \to X_{\alpha, \beta}^N$, i.e., for any $u \in L^2(\mathbb{R}^d)$,

$$\langle (u - P_{\alpha, \beta}^N u), v \rangle = 0, \quad \forall v \in X_{\alpha, \beta}^N,$$

or, equivalently,

$$P_{\alpha, \beta}^N u(x) = \sum_{n \in \Omega_N} \hat{u}_{\alpha, \beta}^N \mathcal{H}_{\alpha, \beta}^N(x). \quad (6.16)$$

We shall estimate how close the projected function $P_{\alpha, \beta}^N u$ is to $u$, with respect to various index sets $\Omega_N$ and norms.

### 6.1.3.1 Approximations on the full grid

The index set $\Omega_N$ corresponding to the $d$-dimensional full tensor grid is

$$\Omega_N = \{ n \in \mathbb{N}_0^d : |n|_{\infty} \leq N \}.$$

And $X_{\alpha, \beta}^N$ is defined in Equation 6.15. Let us define the Sobolev-type space as

$$W_{\alpha, \beta}^m(\mathbb{R}^d) = \{ u : \mathcal{D}_x^K u \in L^2(\mathbb{R}^d), 0 \leq |K|_1 \leq m \}, \quad \forall m \in \mathbb{N}_0, \quad (6.17)$$
equipped with the norm

\[ \| u \|_{W^{m}_{\alpha,\beta}(\mathbb{R}^d)} = \left( \sum_{0 \leq |k| \leq m} \left\| D^k_x u \right\|^2 \right)^{\frac{1}{2}}, \]  

(6.18)

and seminorm

\[ |u|_{W^{m}_{\alpha,\beta}(\mathbb{R}^d)} = \left( \sum_{j=1}^d \left\| D^m_{x_j} u \right\|^2 \right)^{\frac{1}{2}}. \]  

(6.19)

It is clear that \( W^0_{\alpha,\beta}(\mathbb{R}^d) = L^2(\mathbb{R}^d) \), and

\[ |u|^2_{W^{m}_{\alpha,\beta}(\mathbb{R}^d)} = \sum_{j=1}^d \sum_{n \in \mathbb{N}} \mu_{n,j,m} |\hat{u}_{n,j,m}|^2, \]  

(6.20)


**Theorem 6.1.** Given \( u \in W^{m}_{\alpha,\beta}(\mathbb{R}^d) \), we have for any \( 0 \leq l < m \),

\[ \left| P^\alpha_{N,l,m} u - u \right|_{W^{l}_{\alpha,\beta}(\mathbb{R}^d)} \lesssim |\alpha| \frac{l-m}{\alpha} N^{\frac{l-m}{2}} |u|_{W^{m}_{\alpha,\beta}(\mathbb{R}^d)}, \]  

(6.21)

for \( N \gg 1 \). Furthermore,

\[ \left| P^\alpha_{N,l,m} u - u \right|_{W^{m}_{\alpha,\beta}(\mathbb{R}^d)} \lesssim C_{\alpha,l,m} N^{\frac{l-m}{2}} |u|_{W^{m}_{\alpha,\beta}(\mathbb{R}^d)}, \]  

where \( C_{\alpha,l,m} \) is some constant depending on \( \alpha, l \) and \( m \).
Proof. The argument is similar to that in (51). Let $\Omega_N^c = \{ n \in \mathbb{N}_0^d : |n|_\infty > N \}$. By Equation 6.16, Equation 6.19 and Equation 6.20,

$$\left| P_N^{\alpha,\beta} u - u \right|_{W_{\alpha,\beta}^{s,d}(\mathbb{R}^d)}^2 = \sum_{j=1}^d \sum_{n \in \Omega_N} \mu_{n,j,l} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2. \quad (6.22)$$

For any $1 \leq j \leq d$,

$$\sum_{n \in \Omega_N} \mu_{n,j,l} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 = \sum_{n \in \Lambda_{1,j}^N} \mu_{n,j,l} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 + \sum_{n \in \Lambda_{2,j}^N} \mu_{n,j,l} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 := \text{XII} + \text{XIII}, \quad (6.23)$$

where $\Lambda_{1,j}^N = \{ n \in \Omega_N^c : n_j > N \}$ and $\Lambda_{2,j}^N = \{ n \in \Omega_N^c : n_j \leq N \}$. For XII:

$$\text{XII} \leq \max_{n \in \Lambda_{1,j}^N} \left\{ \frac{\mu_{n,j,l}}{\mu_{n,j,m}} \sum_{n \in \Lambda_{1,j}^N} \mu_{n,j,m} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 \right\} \lesssim |\alpha|_\infty^{2(l-m)} N^{-m+1} |u|_{W_{\alpha,\beta}^{s,d}(\mathbb{R}^d)}^2. \quad (6.24)$$

In fact,

$$\max_{n \in \Lambda_{1,j}^N} \left\{ \frac{\mu_{n,j,l}}{\mu_{n,j,m}} \right\} = \max_{n \in \Lambda_{1,j}^N} \left\{ \frac{2^{l-m} \alpha_j^{2(l-m)}}{(n_j - l)(n_j - l - 1) \cdots (n_j - m + 1)} \right\} \leq 2^{l-m} |\alpha|_\infty^{2(l-m)} (N - m + 1)^{l-m}. \quad (6.25)$$

For XIII, if $n \in \Lambda_{2,j}^N$, there exists some $k \neq j$, such that $n_k > N$.

$$\text{XIII} \leq \max_{n \in \Lambda_{2,j}^N} \left\{ \frac{\mu_{n,j,l}}{\mu_{n,k,m}} \right\} \sum_{n \in \Lambda_{2,j}^N} \mu_{n,k,m} \left| \hat{u}_{n,k}^{\alpha,\beta} \right|^2 \lesssim |\alpha|_\infty^{2l} \left| \frac{1}{\alpha} \right|_\infty^{2m} N^{l-m-2} |u|_{W_{\alpha,\beta}^{s,d}(\mathbb{R}^d)}^2, \quad (6.25)$$
since
\[
\max_{n \in \Lambda_{N}^2} \left\{ \frac{\mu_{n,j}}{\mu_{n,k}} \right\} = \max_{n \in \Lambda_{N}^2} \left\{ 2^{l-m} \frac{\alpha_j}{\alpha_k} \frac{n_j!}{(n_j-m)!} \right\} \leq 2^{l-m} |\alpha_\infty^2| \frac{1}{|\alpha_\infty^2|} \frac{N!}{(N^+1)!} \frac{1}{(N-l)(N-l-1) \cdots (N-m)} \\
= 2^{l-m} |\alpha_\infty^2| \frac{1}{|\alpha_\infty^2|} \frac{1}{N+1} \frac{N!}{(N-l)(N-l-1) \cdots (N-m)} \\
\leq 2^{l-m} |\alpha_\infty^2| \frac{1}{|\alpha_\infty^2|} \frac{1}{(N-m)^{l-m-2}}.
\]

Combining Equation 6.22 - Equation 6.25, we obtain the result. Furthermore, the mixed derivatives of order equal to or less than \( m \) can be bounded by the seminorm \( |u|_{W^{m,\alpha,\beta}(\mathbb{R}^d)} \).

\[ \square \]

**Remark 6.1.** It is clear that the convergence rate deteriorates rapidly with respect to the cardinality of the full grid. That is,

\[
\left\| P_N^{\alpha,\beta} u - u \right\|_{W^{l,m,\alpha,\beta}(\mathbb{R}^d)} \lesssim C_{\alpha,\beta} M^{-\frac{m}{2d}} |u|_{W^{m,\alpha,\beta}(\mathbb{R}^d)},
\]

where \( M = \text{card}(\Omega_N) = N^d \).

### 6.1.3.2 Regular hyperbolic cross (RHC) approximation

As we mentioned in Chapter 1, the HC approximation is an efficient tool to overcome the “curse of dimensionality” in some degree. The index set of the RHC approximation is \( \Omega_N = \{ n \in \mathbb{N}_0^d : |n|_{\text{mix}} \leq N \} \). It is known that the cardinality of \( \Omega_N \) is \( \mathcal{O}(N^d \log N)^{d-1} \), see (24). Correspondingly, the finite dimensional subspace \( X_{\alpha,\beta}^N \) is

\[
X_{\alpha,\beta}^N = \text{span}\{ \mathcal{H}^{\alpha,\beta}_n : |n|_{\text{mix}} \leq N \}. \tag{6.26}
\]
Let the orthogonal projection operator $P_N^{\alpha,\beta} : L^2(\mathbb{R}^d) \to X_N^{\alpha,\beta}$ be defined as before. Denote the $k$–complement of $\Omega_N$ by

$$
\Omega_{N,k}^c := \{ n \in \mathbb{N}^d_0 : |n|_{\text{mix}} > N \text{ and } n \geq k \}, \quad \forall k \in \mathbb{N}^d_0.
$$

We define the Koborov-type space as

$$
K^r_{\alpha,\beta}(\mathbb{R}^d) = \{ u : D^k_x u \in L^2(\mathbb{R}^d), 0 \leq |k|_\infty \leq r \}, \quad \forall m \in \mathbb{N}^d_0,
$$

equipped with the norm

$$
||u||_{K^r_{\alpha,\beta}(\mathbb{R}^d)} = \left( \sum_{0 \leq |k|_\infty \leq r} ||D^k_x u||^2 \right)^{\frac{1}{2}},
$$

and seminorm

$$
|u|_{K^r_{\alpha,\beta}(\mathbb{R}^d)} = \left( \sum_{|k|_\infty = r} ||D^k_x u||^2 \right)^{\frac{1}{2}}.
$$

**Remark 6.2.** It is easy to see from the definitions that $K^0_{\alpha,\beta}(\mathbb{R}^d) = L^2(\mathbb{R}^d)$ and $W^d_{\alpha,\beta}(\mathbb{R}^d) \subset K^l_{\alpha,\beta}(\mathbb{R}^d) \subset W^d_{\alpha,\beta}(\mathbb{R}^d)$.

**Theorem 6.2.** Given $u \in K^m_{\alpha,\beta}(\mathbb{R}^d)$, for $0 \leq l < m$, we have

$$
||D^l_x \left( P_N^{\alpha,\beta} u - u \right)|| \leq C_{\alpha,l,m,d} N^{\frac{|l|_\infty - m}{2}} |u|_{K^m_{\alpha,\beta}(\mathbb{R}^d)},
$$
where \( C_{\alpha,l,m,d} \) is some constant depending on \( \alpha, l, m \) and \( d \), for \( N \gg 1 \). In particular, if \( \alpha = 1 \), then

\[
C_{1,l,m,d} = 2^{|l|_\infty - m} m^{(2d-1)m - |l|_1 - (d-1)|l|_\infty}.
\]

**Proof.** From Equation 6.16 and Equation 6.14, we have

\[
\left\| \mathcal{D}_x(P_N^{\alpha,\beta} u - u) \right\|^2 = \sum_{n \in \Omega_N^c} \mu_{n,l} \left| \hat{u}_n^{\alpha,\beta} \right|^2 = \sum_{n \in \Omega_{N,m}} \mu_{n,l} \left| \hat{u}_n^{\alpha,\beta} \right|^2 + \sum_{n \in \Omega_{N,l} \setminus \Omega_{N,m}} \mu_{n,l} \left| \hat{u}_n^{\alpha,\beta} \right|^2
\]

\[
:= \text{XIV} + \text{XV}.
\]

For XIV:

\[
\text{XIV} \leq \max_{n \in \Omega_{N,m}} \left\{ \frac{\mu_{n,l}}{\mu_{n,m}} \right\} \sum_{n \in \Omega_{N,m}} \mu_{n,m} \left| \hat{u}_n^{\alpha,\beta} \right|^2.
\]

Using the facts that

\[
\frac{\mu_{n,l}}{\mu_{n,m}} = 2^{|l|_1 - dm} \prod_{j=1}^d \alpha_j^{2(l_j - m)} \prod_{j=1}^d \frac{1}{n_j - l_j \cdots (n_j - m + 1)}
\]

\[
= 2^{|l|_1 - dm} \prod_{j=1}^d \alpha_j^{2(l_j - m)} \prod_{j=1}^d \frac{l_j - m}{n_j} \prod_{j=1}^d \left( 1 - \frac{l_j}{n_j} \right)^{-1} \cdots \left( 1 - \frac{m - 1}{n_j} \right)^{-1}
\]

\[
\leq 2^{|l|_1 - dm} \prod_{j=1}^d \alpha_j^{2(l_j - m)} N' |l|_\infty - m \prod_{j=1}^d \left( 1 - \frac{l_j}{n_j} \right)^{-1} \cdots \left( 1 - \frac{m - 1}{n_j} \right)^{-1},
\]

(6.31)
by Equation 6.27, and

\[
\max_{n \in \Omega_{N,m}^c} \left\{ \prod_{j=1}^{d} \left( 1 - \frac{l_j}{n_j} \right)^{-1} \cdots \left( 1 - \frac{m-1}{n_j} \right)^{-1} \right\} \leq \max_{n \in \Omega_{N,m}^c} \left\{ \prod_{j=1}^{d} \left( 1 - \frac{m-1}{n_j} \right)^{l_j-m} \right\} \\
\leq \prod_{j=1}^{d} m^{-l_j} = m^{\text{dm-}|l|_1},
\]  
(6.32)

we find that

\[
\mathrm{XIV} \leq \left( \frac{m}{2} \right)^{\text{dm-}|l|_1} \prod_{j=1}^{d} \alpha_j^{2(l_j-m)} N^{|l|_\infty-m} \| \mathcal{D}^m u \|_2^2.
\]  
(6.33)

For XV: The index set \( \Omega_{N,l}^c \setminus \Omega_{N,m}^c \) is

\[
\Omega_{N,l}^c \setminus \Omega_{N,m}^c = \{ n \in \mathbb{N}_0^d : |n|_{\text{mix}} > N \text{ and } n \geq l, \exists j, \text{ such that } n_j < m \}.
\]

Let us divide the index \( 1 \leq j \leq d \) into two parts

\[
\mathcal{N} := \{ j : l_j \leq n_j < m, 1 \leq j \leq d \}, \quad \mathcal{N}^c := \{ j : n_j \geq m, 1 \leq j \leq d \}.
\]  
(6.34)

It is easy to see that neither \( \mathcal{N} \) nor \( \mathcal{N}^c \) is the empty set. We denote

\[
\bar{\mu}_{n,l,m} = \left( \prod_{j \in \mathcal{N}} \mu_{n_j,l_j} \right) \left( \prod_{k \in \mathcal{N}^c} \mu_{n_k,m} \right) := \mu_{n,k},
\]  
(6.35)
where $k$ is a $d$-dimensional index consisting of $l_j$ for $j \in \mathcal{N}$ and $m$ for $j \in \mathcal{N}^c$. Now, we estimate $X^V$ as

$$
X^V \leq \max_{n \in \Omega_{N,M} \setminus \Omega_{N,m}} \frac{\mu_{n,l}}{\mu_{n,k}} \sum_{n \in \Omega_{N,M} \setminus \Omega_{N,m}} \mu_{n,k} \left| \tilde{u}_{\alpha,\beta} \right|^2 \leq \max_{n \in \Omega_{N,M} \setminus \Omega_{N,m}} \left\{ \frac{\mu_{n,l}}{\mu_{n,k}} \left| u \right|^2_{K_{\alpha,\beta}(\mathbb{R}^d)} \right\}.
$$

(6.36)

since $|k|_\infty = m$, where the first inequality follows from Equation 6.35. It remains to estimate the maximum in Equation 6.36:

$$
\frac{\mu_{n,l}}{\mu_{n,k}} = 2|l|_1 - |k|_1 \prod_{j \in \mathcal{N}^c} \alpha_j^{2(l_j - m)} \frac{1}{(n_j - l_j) \cdots (n_j - m + 1)}
= 2|l|_1 - |k|_1 \prod_{j \in \mathcal{N}^c} \alpha_j^{2(l_j - m)} \prod_{j \in \mathcal{N}^c} n_{j}^{|l_j - m|} \prod_{j \in \mathcal{N}^c} \left( 1 - \frac{l_j}{n_j} \right)^{-1} \cdots \left( 1 - \frac{m - 1}{n_j} \right)^{-1}.
$$

(6.37)

Observe that $j \in \mathcal{N}^c$ implies that $n_j \geq m > l_j \geq 0$. That is, $n_j \geq 1$. Hence, $\bar{n}_j = n_j$, for all $j = 1, \cdots, d$. In view of $|n|_{\text{mix}} > N$, we deduce that

$$
\prod_{j \in \mathcal{N}^c} \bar{n}_j > \frac{N}{\prod_{j \in \mathcal{N}} \bar{n}_j} > \frac{N}{\prod_{j \in \mathcal{N}} m}.
$$

With the same estimate as in Equation 6.32 and the fact that

$$
2|l|_1 - |k|_1 = 2 \sum_{j \in \mathcal{N}^c} (l_j - m) \leq 2 |l|_\infty - m,
$$

(6.38)
we find that

\[
\max_{n \in \Omega_{N,l} \setminus \Omega_{N,m}} \left\{ \frac{\mu_{n,l}}{\mu_{n,k}} \right\} \leq C_{\alpha,l,m} 2^{l_\infty \cdot (2d-1) m - l_1 \cdot (d-1) N^l_\infty} N^l_\infty^{-m}, \tag{6.39}
\]

where \(C_{\alpha,l,m}\) denotes some constant depending on \(\alpha, l\) and \(m\). The desired result follows immediately from Equation 6.33, Equation 6.36 and Equation 6.39.

Corollary 6.1.

\[
\left\| P_{l}^{\alpha,\beta} u - u \right\|_{K_{\alpha,\beta}^l(\mathbb{R}^d)} \leq C_{\alpha,l,m,d} N^{\frac{l-m}{2}} |u|_{K_{\alpha,\beta}^m(\mathbb{R}^d)}, \quad \forall \ 0 \leq l < m,
\]

where \(C_{\alpha,l,m,d}\) is some constant depending on \(\alpha, l, m\) and \(d\).

Remark 6.3. Recall that \(M = \text{card}(\Omega) = O(N (\ln N)^{d-1}) \leq CN^{1+\epsilon(d-1)}\), for arbitrarily small \(\epsilon > 0\). Then

\[
\left\| P_{l}^{\alpha,\beta} u - u \right\|_{K_{\alpha,\beta}^l(\mathbb{R}^d)} \leq C_{\alpha,l,m,d} M^{\frac{l-m}{2}} |u|_{K_{\alpha,\beta}^m(\mathbb{R}^d)}, \quad \forall \ 0 \leq l < m,
\]

where \(C_{\alpha,l,m,d}\) is some constant depending on \(\alpha, l, m\) and \(d\). It is clear to see that the convergence rate deteriorates slightly with increasing \(d\).
6.1.3.3 Optimized hyperbolic cross (OHC) approximation

In order to completely break the curse of dimensionality, we consider the index set introduced in (24)

\[ \Omega_{N,\gamma} := \{ n \in \mathbb{N}_0^d : |n|_{\text{mix}}^{\gamma} \leq N^{1-\gamma} \}, \quad -\infty \leq \gamma < 1. \] (6.40)

The cardinality of \( \Omega_{N,\gamma} \) is \( O(N) \), for \( \gamma \in (0,1) \), where the dependence of dimension is in the big-\( O \), see (24). The family of spaces are defined as

\[ X_{\alpha,\beta}^{\alpha,\beta} := \text{span}\{ \mathcal{H}_{n}^{\alpha,\beta} : n \in \Omega_{N,\gamma} \}. \] (6.41)

Remark 6.4. In particular, we have \( X_{\alpha,\beta}^{\alpha,\beta} = X_{\alpha,\beta}^{\alpha,\beta} \) in RHC, see Equation 6.26, and \( X_{\alpha,\beta}^{\alpha,\beta} = \text{span}\{ \mathcal{H}_{n}^{\alpha,\beta} : |n|_\infty \leq N \}, \) i.e., the full grid.

We denote the projection operator as \( P_{\alpha,\beta}^{\alpha,\beta} : L^2(\mathbb{R}^d) \to X_{\alpha,\beta}^{\alpha,\beta} \). In this case, the \( k \)-complement of index set of \( \Omega_{N,\gamma} \) is

\[ \Omega_{N,\gamma,k}^{\alpha,\beta} := \{ n \in \mathbb{N}_0^d : n \in \Omega_{N,\gamma}^{\alpha,\beta} \text{ and } n \geq k \}, \quad \forall k \in \mathbb{N}_0^d. \] (6.42)

Although (51) obtains a similar result for Jacobi polynomials as Theorem 6.3 below, we believe that there is a gap in their error analysis of OHC, namely in Theorem 2.3 in (51). We circumvent it here with a more delicate analysis.
Theorem 6.3. For any \( u \in \mathcal{K}^m_{\alpha, \beta}(\mathbb{R}^d) \), \( d \geq 2 \), and \( 0 \leq |l|_1 < m \),

\[
\left\| D_x^l \left( P^\alpha_{N, \gamma} u - u \right) \right\| \leq C_{\alpha, l, m, d, \gamma} \left\| u \right\|_{\mathcal{K}^m_{\alpha, \beta}(\mathbb{R}^d)} \left\{ \begin{array}{ll}
N \frac{|l|_1 - m}{2}, & \text{if } 0 < \frac{|l|_1}{m} \\
N \frac{(1-\gamma)(|l|_1 - (d-1)m)}{|d-1|}, & \text{if } \frac{|l|_1}{m} \leq \gamma < 1,
\end{array} \right.
\]

(6.43)

where \( C_{\alpha, l, m, d, \gamma} \) is some constant depending on \( \alpha, l, m, d \) and \( \gamma \). In particular, if \( \alpha = 1 \), then

\[
C_{1, l, m, d, \gamma} = m^{dm - |l|_1} \left\{ \begin{array}{ll}
2|l|_1^{d-m} m \left( 1 - \gamma m - |l|_1 \right), & \text{if } 0 < \frac{|l|_1}{m} \\
2|l|_1 - dm, & \text{if } \frac{|l|_1}{m} \leq \gamma < 1.
\end{array} \right.
\]

Proof. As argued in the proof of Theorem 6.2, we arrive at

\[
\left\| D_x^l \left( P^\alpha_{N, \gamma} u - u \right) \right\|^2 \leq \max_{n \in \Omega_{N, \gamma, m}} \left\{ \frac{\mu_{n, l}}{\mu_{n, m}} \right\} \sum_{n \in \Omega_{N, \gamma, m}} \mu_{n, m} \left| \hat{u}_{n, \alpha}^\beta \right|^2 \\
+ \max_{n \in \Omega_{N, \gamma, l}, \Omega_{N, \gamma, m}} \left\{ \frac{\mu_{n, l}}{\mu_{n, l, m}} \right\} \sum_{n \in \Omega_{N, \gamma, l, m}} \mu_{n, l, m} \left| \hat{u}_{n, \alpha}^\beta \right|^2
\]

:= XVI + XVII,

(6.44)

where \( \mu_{n, l, m} \) is defined as in Equation 6.35. To estimate XVI, like in Equation 6.31, we have

\[
\frac{\mu_{n, l}}{\mu_{n, m}} = 2|l|_1 - dm \prod_{j=1}^{d \alpha_j} \left( 1 - \frac{l_j}{n_j} \right) \prod_{j=1}^{d \beta_j} \left( 1 - \frac{m - 1}{n_j} \right)^{-1} \prod_{j=1}^{d \gamma_j} \left( 1 - \frac{l_j}{n_j} \right) \prod_{j=1}^{d \beta_j} \left( 1 - \frac{m - 1}{n_j} \right)^{-1} \prod_{j=1}^{d \gamma_j} \left( 1 - \frac{l_j}{n_j} \right)
\]

:= \( D_1 \prod_{j=1}^{d \gamma_j} n_j^{l_j - m} \).

(6.45)
The estimate of \( \max_{n \in \Omega_{N,\gamma,m}} D_1 \) follows by a similar argument as in Equation 6.32, i.e.,

\[
\max_{n \in \Omega_{N,\gamma,m}} D_1 \leq \left( \frac{m}{2} \right)^{d m - |l|} 2^{2(l_j - m)}.
\] (6.46)

Notice that for any \( n \in \Omega_{N,\gamma} \),

\[
|n|_{\text{mix}} |n|_{\infty}^{-\gamma} > N^{1-\gamma} \Rightarrow \left( \frac{|n|_{\infty}}{|n|_{\text{mix}}} \right)^{1-\gamma} < \frac{1}{N}
\] (6.47)

and furthermore, if \( n \in \Omega_{N,\gamma,m}^c \),

\[
\frac{|n|_{\infty}}{|n|_{\text{mix}}} \leq \frac{1}{m^{d-1}}.
\] (6.48)

Moreover,

\[
|n|_{\infty}^{d-\gamma} \geq |n|_{\text{mix}} |n|_{\infty}^{-\gamma} > N^{1-\gamma} \Rightarrow |n|_{\infty} > N^{\frac{1-\gamma}{d}}.
\] (6.49)

Let us estimate the product in the right-hand side of Equation 6.45:

\[
\prod_{j=1}^{d} n_j^{l_j - m} = \left( \prod_{j=1}^{d} n_j^{l_j} \right) \left( \prod_{j=1}^{d} n_j \right)^{-m} \leq \left( \prod_{j=1}^{d} |n|_{\infty}^{l_j} \right) |n|_{\text{mix}}^{-m} = |n|_{\infty}^{l_j} |n|_{\text{mix}}^{-m}.
\] (6.50)
If $0 < \gamma \leq \frac{|l|}{m}$, then

$$
\max_{n \in \Omega_{N, \gamma, m}} \prod_{j=1}^{d} n_j^{l_j-m} \leq \max_{n \in \Omega_{N, \gamma, m}} \left\{ \left( \frac{|n|_{\infty}}{|n|_{\text{mix}}} \right)^{m-|l|} \left( \frac{|n|_{\infty}}{|n|_{\text{mix}}} \right)^{|l|_{1}-\gamma m} \right\} 
\leq m \left( \frac{(d-1)(\gamma m-|l|_{1})}{1-\gamma} \right)^{1-\gamma} N^{(|l|_{1}-m), (6.51)}
$$

by Equation 6.50, Equation 6.47 and Equation 6.48. Otherwise, if $\frac{|l|}{m} \leq \gamma < 1$, then

$$
\max_{n \in \Omega_{N, \gamma, m}} \prod_{j=1}^{d} n_j^{l_j-m} \leq \max_{n \in \Omega_{N, \gamma, m}} \left\{ \left( \frac{|n|_{\infty}}{|n|_{\text{mix}}} \right)^{m} |n|_{\infty} |l|_{1}-\gamma m \right\} \leq N^{\frac{1-\gamma}{\gamma m}(|l|_{1}-m)-(1-\gamma)m}, (6.52)
$$

by Equation 6.50, Equation 6.47 and Equation 6.49. Combining Equation 6.46, Equation 6.51 and Equation 6.52, the first term on the right-hand side of Equation 6.44 has the upper bound

$$
\text{XVI} \leq \left( \frac{m}{2} \right)^{d-m-|l|} \prod_{j=1}^{d} \alpha_j^{2(l_j-m)} \left| \mathcal{D}_{x} \mathbf{u} \right|^{2} \left\{ m \left( \frac{(d-1)(\gamma m-|l|_{1})}{1-\gamma} \right)^{1-\gamma} N^{(|l|_{1}-m), (6.53)} \right\}
\leq \left( N^{\frac{1-\gamma}{\gamma m}(|l|_{1}-m)-(1-\gamma)m}, \right. \left. \frac{|l|}{m} \leq \gamma < 1. \right)
$$

Next, we consider XVII. Define $N$ and $N^c$ as in Equation 6.34. As in Equation 6.36, we obtain that

$$
\text{XVII} \leq \max_{n \in \Omega_{N_{X, \gamma, m}}} \left\{ \frac{\mu_{n,l}}{\mu_{n,k}} \right\} |\mathbf{u}|_{K_{n}^{m,\alpha,\beta}(\mathbb{R}^{d})}^{2}. (6.54)
$$
We then estimate the maximum similarly as in Equation 6.38:

\[
\frac{\mu_{n,l}}{\mu_{n,k}} = 2^{||l||_1-||k||_1} \prod_{j \in N^c} \alpha_j^{2(l_j-m)} \prod_{j \in N^c} n_j^{l_j-m} \prod_{j \in N^c} \left(1 - \frac{l_j}{n_j}\right)^{-1} \cdots \left(1 - \frac{m-1}{n_j}\right)^{-1} \\
:= D_2 \prod_{j \in N^c} n_j^{l_j-m}.
\]

(6.55)

Similar arguments as in Equation 6.32 yields

\[
\max_{n \in \Omega_{N,\gamma,l} \setminus \Omega_{N,\gamma,m}^c} D_2 \leq 2^{||l||_1-||k||_1} \prod_{j \in N^c} \alpha_j^{2(l_j-m)} m^{dm-||l||_1},
\]

(6.56)

where

\[
\tilde{l} = (l_1, \cdots, l_d) = \begin{cases} 
  l_j, & \text{if } j \in N^c \\
  0, & \text{otherwise}
\end{cases}
\]

(6.57)

Then we verify that

\[
\prod_{j \in N^c} n_j^{l_j-m} \leq \left(\prod_{j \in N^c} |\tilde{n}_j|_{\infty}^{l_j}\right) \left(\prod_{j \in N^c} n_j\right)^{-m} = |\tilde{n}_l|_{\infty}^{||l||_1} |\tilde{n}_m|_{\text{mix}}^{-m} \leq |\tilde{n}_l|_{\infty}^{||l||_1} |\tilde{n}_m|_{\text{mix}}^{-m},
\]

(6.58)

where \(\tilde{n}\) is defined similarly as \(\tilde{l}\) in Equation 6.57. With a similar argument as in Equation 6.47, we deduce that for any \(n \in \Omega_{N,\gamma}^c\),

\[
N^{1-\gamma} < |n|_{\text{mix}} |n|_{\infty}^{-\gamma} \leq m^{d-1} |\tilde{n}|_{\text{mix}} |\tilde{n}|_{\infty}^{-\gamma} \Rightarrow \left(\frac{|\tilde{n}|_{\infty}^{\gamma}}{|n|_{\text{mix}}}\right)^{1-\gamma} < m^{\frac{d-1}{\gamma}} N^{-1}.
\]

(6.59)
Similarly as in Equation 6.48, we have for any $\mathbf{n} \in \Omega_{N,\gamma,m}^c$,

$$\frac{|\tilde{\mathbf{n}}|_\infty}{|\tilde{\mathbf{n}}|_{\text{mix}}} \leq \frac{1}{md-2},$$

(6.60)

and

$$N^{1-\gamma} < m^{d-1}|\tilde{\mathbf{n}}|_{\text{mix}} |\tilde{\mathbf{n}}|^{-\gamma} \leq m^{d-1}|\tilde{\mathbf{n}}|^{d-1-\gamma} \Rightarrow |\tilde{\mathbf{n}}|_{\infty} > \left( \frac{N^{1-\gamma}}{md-1} \right)^{\frac{1}{d-1-\gamma}},$$

(6.61)

by Equation 6.60. If $0 < \gamma \leq \frac{|\mathbf{l}|_1}{m}$, then

$$\max_{n \in \Omega_{N,\gamma,m}^c \setminus \Omega_{N,\gamma,m}^c} \prod_{j \in \mathcal{N}} n_j^{l_j-m} \leq \max_{n \in \Omega_{N,\gamma,m}^c \setminus \Omega_{N,\gamma,m}^c} \left\{ \left( \frac{|\tilde{\mathbf{n}}|_\infty}{|\tilde{\mathbf{n}}|_{\text{mix}}} \right)^{m-|\mathbf{l}|_1} \left( \frac{|\tilde{\mathbf{n}}|_\infty}{|\tilde{\mathbf{n}}|_{\text{mix}}} \right)^{|\mathbf{l}|_1-\gamma} \right\}$$

$$\leq m^{-\frac{1}{1-\gamma}} \{ [((\gamma+1)d-(2\gamma+1)m)-(2d-3)|\mathbf{l}|_1] \} \ N^{|\mathbf{l}|_1-m},$$

(6.62)

by Equation 6.58 - Equation 6.60. Otherwise, if $\frac{|\mathbf{l}|_1}{m} \leq \gamma < 1$, then

$$\max_{n \in \Omega_{N,\gamma,m}^c \setminus \Omega_{N,\gamma,m}^c} \prod_{j \in \mathcal{N}} n_j^{l_j-m} \leq \max_{n \in \Omega_{N,\gamma,m}^c \setminus \Omega_{N,\gamma,m}^c} \left\{ \left( \frac{|\tilde{\mathbf{n}}|_\infty}{|\tilde{\mathbf{n}}|_{\text{mix}}} \right)^{m} \frac{|\mathbf{l}|_1-\gamma m}{d-1-\gamma} \right\}$$

$$\leq m^{d-1} \left[ m^{\frac{|\mathbf{l}|_1-\gamma m}{d-1-\gamma}} \right] \ N^{(1-\gamma)|\mathbf{l}|_1-(d-1)m},$$

(6.63)

\[ XVII \leq 2|l|_{\infty} - m \prod_{j \in \mathcal{N}} \alpha_j^{2(l_j - m)/m} d_m |l_1| |u|_{K_{\alpha, \beta}^m(\mathbb{R}^d)}^2 \]  

\[ \begin{cases} 
\frac{1}{m^{1-\gamma} [((\gamma+1)d-(2\gamma+1)m-(2d-3)|l_1|)N]} |l_1| - m, & \text{if } 0 < \gamma \leq \frac{|l_1|}{m} \\
 m^{(d-1)} \left[ m^{-|l_1-\gamma m|} \right] N \frac{(1-\gamma)|l_1-(d-1)m|}{d-\gamma}, & \text{if } \frac{|l_1|}{m} \leq \gamma < 1. 
\end{cases} \]  

(6.64)

Therefore, the desired result follows immediately from Equation 6.53 and Equation 6.64. \(\square\)

**Corollary 6.2.** For any \(u \in K_{\alpha, \beta}^m(\mathbb{R}^d)\), 0 ≤ \(l < m\), and 0 < \(\gamma \leq \frac{l}{m}\),

\[ \left\| \int_{\Omega_{N, \gamma}} P_{N, \gamma}^{\alpha, \beta} u - u \right\|_{W^{l, \gamma}_{\alpha, \beta}(\mathbb{R}^d)} \leq C_{\alpha, l, m, d, \gamma} N \frac{l-m}{2} |u|_{K_{\alpha, \beta}^m(\mathbb{R}^d)}. \]

where \(C_{\alpha, l, m, d, \gamma}\) is some constant depending on \(\alpha, l, m, d\) and \(\gamma\).

**Remark 6.5.** Due to the fact that \(M = \text{card}(\Omega_{N, \gamma}) = O(N) \leq CN\), we obtain

\[ \left\| \int_{\Omega_{N, \gamma}} P_{N, \gamma}^{\alpha, \beta} u - u \right\|_{W^{l, \gamma}_{\alpha, \beta}(\mathbb{R}^d)} \leq C_{\alpha, l, m, d, \gamma} M \frac{l-m}{2} |u|_{K_{\alpha, \beta}^m(\mathbb{R}^d)}. \]

where \(C_{\alpha, l, m, d, \gamma}\) is some constant depending on \(\alpha, l, m, d\) and \(\gamma\). We see that the convergence rate no longer deteriorates with respect to \(d\). The effect of the dimension goes into the constant in front.
6.1.3.4 Dimensional adaptive approximation

The standard sparse grids are isotropic, treating all of the dimensions equally. Many problems vary rapidly in only some dimensions, remaining less variable in other dimensions. In some situations, the highly changing dimensions can be recognized apriori. Consequently it is advantageous to treat them accordingly. Without loss of generality, we assume the first $d_1$ dimensions are the rapidly variable ones, and we wish to use the full grid. Meanwhile, the OHC approximation will be used in the remaining $d_2 := d - d_1$ dimensions.

Let us set $n := n_1 \oplus n_2$, where $n_1 = (n_1, \cdots, n_{d_1})$ and $n_2 = (n_{d_1+1}, \cdots, n_d)$. The index set is

$$\Omega_{N_1, N_2, \gamma} := \left\{ n \in \mathbb{N}_0^d : |n_1|_\infty \leq N_1, |n_2|_{\text{mix}} |n_2|^{-\gamma}_\infty \leq N_2^{1-\gamma} \right\}, \quad \forall -\infty < \gamma < 1. \quad (6.65)$$

The complement of the index set is

$$\Omega_{N_1, N_2, \gamma}^c := \left\{ n \in \mathbb{N}_0^d : |n_1|_\infty > N_1 \text{ or } |n_2|_{\text{mix}} |n_2|^{-\gamma}_\infty > N_2^{1-\gamma} \right\},$$

and the $k$–complement of $\Omega_{N_1, N_2, \gamma}$ is defined similarly as in Equation 6.42:

$$\Omega_{N_1, N_2, \gamma, k}^c := \left\{ n \in \Omega_{N_1, N_2, \gamma}^c : n \geq k \right\}, \quad \forall k \in \mathbb{N}_0^d.$$
The subspace $X_{N_1,N_2}^{\alpha,\beta}$ is defined accordingly, i.e.,

$$X_{N_1,N_2}^{\alpha,\beta} := \text{span}\{H_n^{\alpha,\beta}(x) : n \in \Omega_{N_1,N_2,\gamma}\}, \quad (6.66)$$

and so is the projection operator $P_{N_1,N_2,\gamma}^{\alpha,\beta} : L^2(\mathbb{R}^d) \to X_{N_1,N_2}^{\alpha,\beta}$.

**Theorem 6.4.** For any $u \in K_{\alpha,\beta}^m(\mathbb{R}^d)$, for $0 < l \leq m$, we have

$$\left| P_{N_1,N_2,\gamma}^{\alpha,\beta} u - u \right|_{W^{l_m,\alpha,\beta}_\gamma(\mathbb{R}^d)} \lesssim |\alpha|^{l-m} \left( N_1^{l-m} + N_2^{\frac{1-\gamma}{d_1-\gamma}(l-m)} \right)^{\frac{1}{2}} |u|_{K_{\alpha,\beta}^m(\mathbb{R}^d)}.$$

**Proof.** Before we proceed to prove the theorem, we divide the index set $\Omega_{N_1,N_2,\gamma}$ into two subsets:

- $\Gamma_1 := \{n \in \Omega_{N_1,N_2,\gamma} : |n_1|_\infty > N_1\}$,
- $\Gamma_2 := \{n \in \Omega_{N_1,N_2,\gamma} : |n_1|_\infty \leq N_1$ and $|n_2|_{\text{mix}}|n_2|_{\infty}^{-\gamma} > N_2^{1-\gamma}\}$.

Our proof mainly follows the proof of Theorem 6.1:

$$\left| P_{N_1,N_2,\gamma}^{\alpha,\beta} u - u \right|_{W^{l_m,\alpha,\beta}_\gamma(\mathbb{R}^d)}^2 = \sum_{j=1}^d \sum_{n \in \Omega_{N_1,N_2,\gamma}} \mu_{n,j} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 \leq \sum_{j=1}^d \sum_{n \in \Gamma_1} \mu_{n,j} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 + \sum_{j=1}^d \sum_{n \in \Gamma_2} \mu_{n,j} \left| \hat{u}_{n,j}^{\alpha,\beta} \right|^2 := \text{XVIII} + \text{XIX}, \quad (6.67)$$
by Equation 6.20. For XVIII, for any \(1 \leq j \leq d\),

\[
XVIII = \sum_{n \in \Lambda_{N_1}^{1,j}} \mu_{n,j,l} |\hat{u}_n^{\alpha,\beta}|^2 + \sum_{n \in \Lambda_{N_1}^{2,j}} \mu_{n,j,l} |\hat{u}_n^{\alpha,\beta}|^2 := XVIII_1 + XVIII_2,
\]

where

\[
\Lambda_{N_1}^{1,j} := \{n \in \Gamma_1 : n_j > N_1\}, \quad \Lambda_{N_1}^{2,j} := \{n \in \Gamma_1 : n_j \leq N_1\}.
\]

For XVIII\(_1\):

\[
XVIII_1 \leq \max_{n \in \Lambda_{N_1}^{1,j}} \left\{ \frac{\mu_{n,j,l}}{\mu_{n,j,m}} \right\} \sum_{n \in \Lambda_{N_1}^{1,j}} \mu_{n,j,m} |\hat{u}_n^{\alpha,\beta}|^2 \leq 2^{l-m} |\alpha|_{\infty}^{2(l-m)} (N_1 - m + 1)^{l-m} |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}^2,
\]

(6.68)

by Equation 6.24. For XVIII\(_2\), since \(n \in \Gamma_1\), there exists some \(j_0 \in \{1, \cdots, d_1\}\) such that \(n_{j_0} > N_1\). Then

\[
XVIII_2 \leq \max_{n \in \Lambda_{N_1}^{2,j} \cap \Lambda_{N_1}^{2,j_0\,m}} \left\{ \frac{\mu_{n,j,l}}{\mu_{n_{j_0},m}} \right\} \sum_{n \in \Lambda_{N_1}^{2,j}} \mu_{n_{j_0},m} |\hat{u}_n^{\alpha,\beta}|^2 \leq 2^{l-m} |\alpha|_{\infty}^{2l} \left| \frac{1}{\alpha} \right|_{\infty}^{2m} (N_1 - m)^{l-m-2} |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}^2,
\]

(6.69)

by Equation 6.25. Hence, combining Equation 6.68 and Equation 6.69, we have

\[
XVIII \lesssim |\alpha|_{\infty}^{2(l-m)} N_1^{l-m} |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}^2.
\]

(6.70)
For XIX, we deduce, as in Equation 6.49, that

\[|n_2\|_{\text{mix}}|n_2|^{-\gamma} > N_2^{1-\gamma} \Rightarrow |n_2|_{\infty} > N_2^{\frac{1-\gamma}{d-1-\gamma}}. \tag{6.71} \]

With the similar argument for XVIII, we write

\[\text{XIX} = \sum_{n \in \Lambda_{N_2}^{1,j}} \mu_{n,j,l} |\hat{u}_{n}^{\alpha,\beta}|^2 + \sum_{n \in \Lambda_{N_2}^{2,j}} \mu_{n,j,l} |\hat{u}_{n}^{\alpha,\beta}|^2 := \text{XIX}_1 + \text{XIX}_2, \]

where

\[\Lambda_{N_2}^{1,j} := \left\{ n \in \Gamma_2 : n_j > N_2^{\frac{1-\gamma}{d-1-\gamma}} \right\}, \quad \Lambda_{N_2}^{2,j} := \left\{ n \in \Gamma_2 : n_j \leq N_2^{\frac{1-\gamma}{d-1-\gamma}} \right\}.\]

Thus,

\[\text{XIX}_1 \leq \max_{n \in \Lambda_{N_2}^{1,j}} \left\{ \frac{\mu_{n,j,l}}{\mu_{n,j,m}} \sum_{n \in \Lambda_{N_2}^{1,j}} \mu_{n,j,m} |\hat{u}_{n}^{\alpha,\beta}|^2 \right\} \leq 2^{1-m}|\alpha|_{\infty}^{2(l-m)}(N_2^{\frac{1-\gamma}{d-1-\gamma}} - m + 1)^{l-m}|u|_{K_{\alpha,\beta}}^{2,R^d} \tag{6.72} \]

by Equation 6.71. There exists some \( j_0 \in \{d_1 + 1, \cdots, d\} \) such that \( n_{j_0} > N_2^{\frac{1-\gamma}{d-1-\gamma}} \), then

\[\text{XIX}_2 \leq \max_{n \in \Lambda_{N_2}^{2,j}} \left\{ \frac{\mu_{n,j,l}}{\mu_{n,j,m}} \sum_{n \in \Lambda_{N_2}^{2,j}} \mu_{n,j,m} |\hat{u}_{n}^{\alpha,\beta}|^2 \right\} \leq 2^{1-m}|\alpha|_{\infty}^{2l} \left( \frac{1}{\alpha} \right)^{2m} \left( N_2^{\frac{1-\gamma}{d-1-\gamma}} - m \right)^{l-m-2}|u|_{K_{\alpha,\beta}}^{2,R^d} \tag{6.73} \]
where \(|·|\) denotes the largest integer smaller or equal to \(·\). The estimate of XIX follows immediately from Equation 6.72 and Equation 6.73:

\[
\text{XIX} \lesssim |\alpha|^{2(l-m)} \frac{1}{N} \left(\frac{1}{l-m}\right) |u|^2_{H^m(\mathbb{R}^d)}.
\] (6.74)

The desired result follows from Equation 6.70 and Equation 6.74.

6.2 Application to linear parabolic PDE

In this section, we shall study the Galerkin HSM with the HC approximation applied to higher dimensional linear parabolic PDEs. Let us consider a linear parabolic PDE of the general form:

\[
\left\{ \begin{array}{l}
\partial_t u(x,t) + Lu(x,t) = f(x,t), \quad x \in \mathbb{R}^d, \ t \in [0,T] \\
u(x,0) = u_0(x),
\end{array} \right.
\] (6.75)

with

\[
Lu = -\nabla \cdot (A \nabla u) + b \cdot \nabla u + cu,
\] (6.76)

where

\[
A = (a_{ij})_{i,j=1}^d : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}, \quad b = (b_i)_{i=1}^d : \mathbb{R}^d \rightarrow \mathbb{R}^d \quad \text{and} \quad c : \mathbb{R}^d \rightarrow \mathbb{R}.
\]

The aim of HSM is to find \(u_N \in X\), such that

\[
\langle \partial_t u_N, \varphi \rangle - A(u_N, \varphi) = (f, \varphi), \quad \forall \varphi \in X,
\] (6.77)
where $X$ is some approximate space, and $\mathcal{A}(u, v)$ is a bilinear form given by

$$\mathcal{A}(u, v) = \int_{\mathbb{R}^d} (\nabla u)^T A \nabla v + v b \cdot \nabla u + cu v \, dx. \quad (6.78)$$

In our context, $X$ could be chosen as $X^{\alpha,\beta}_N$ or $X^{\alpha,\beta}_{N,\gamma}$ in the previous section.

To guarantee the existence and regularity of the solution to Equation 6.75, we assume that

$(C_1)$ The bilinear form is continuous, i.e., there is a constant $C > 0$ such that

$$|\mathcal{A}(u, v)| \leq C ||u||_{H^1(\mathbb{R}^d)} ||v||_{H^1(\mathbb{R}^d)}, \quad \forall \, u, v \in H^1_0(\mathbb{R}^d). \quad (6.79)$$

$(C_2)$ The bilinear form is coercive, i.e., there exists some $c > 0$ such that

$$\mathcal{A}(u, u) \geq c ||u||_{H^1_0(\mathbb{R}^d)}^2, \quad \forall \, u \in H^1_0(\mathbb{R}^d). \quad (6.80)$$

$(C_3)$ The coefficients $a_{ij}, b_i$ and $c$ are smooth.

Here, $H^1_0(\mathbb{R}^d)$ denotes the normal Sobolev space with the functions decaying to zero at infinity.

More generally, $H^m_0(\mathbb{R}^d)$ is defined as, for any $u \in H^m(\mathbb{R}^d)$, it satisfies $|u| \to 0$, as $|x| \to \infty$ and

$$||u||^2_{H^m(\mathbb{R}^d)} = \sum_{0 \leq |\mathbf{k}| \leq m} \left| \partial_{\mathbf{x}}^\mathbf{k} u \right|^2 < \infty. \quad (6.81)$$

Let us first show some relationships between the Sobolev-type space $W^{l}_{\alpha,\beta}(\mathbb{R}^d)$ (see Equation 6.17) and the normal Sobolev space $H^l(\mathbb{R}^d)$. 
Lemma 6.1. For $u \in \mathcal{W}_{\alpha,\beta}^{|k|_1+|r|_1}(\mathbb{R}^d)$, for any $r, k \in \mathbb{N}_0^d$, we have

$$
\left\| x^r \partial_x^k u \right\| \lesssim \left( \prod_{i=1}^{d} \alpha_i^{-r_i} \right) |k + r|_\text{mix} \cdot ||u||_{\mathcal{W}_{\alpha,\beta}^{|k|_1+|r|_1}(\mathbb{R}^d)}.
$$

Proof. For clarity, we show it holds for $d = 1$ in detail. We have

$$
\left\| x^r \partial_x^k u \right\|^2 = \left( \sum_{n=0}^{\infty} \hat{u}_n^{\alpha,\beta} x^r \partial_x^k \mathcal{H}_n^{\alpha,\beta}(x) \right)^2 = \alpha^{-2r} \left( \sum_{n=0}^{\infty} \hat{u}_n^{\alpha,\beta} \sum_{i=-(k+r)}^{k+r} \eta_{n,i} \mathcal{H}_n^{\alpha,\beta}(x) \right)^2,
$$

(6.82)

by Equation 6.4 and Equation 6.5, where, for each $n$, $\eta_{n,i}$ is a product of $k + r$ factors of

$$
\begin{cases}
\pm \frac{\sqrt{\lambda_n + i}}{2} & \text{or } \frac{\beta}{2}
\end{cases}
$$

with $-(k + r) \leq i \leq k + r$. Notice that

$$
\lambda_{n+i} \sim \lambda_{n+j},
$$

(6.83)

provided that $\lambda_{n+i}, \lambda_{n+j} \neq 0$, for all $-(k + r) \leq i, j \leq k + r$. In fact, it is equivalent to show that $\lambda_n \sim \lambda_{n+l}$, for all $0 \leq l \leq 2(k + r)$. By convention, $\lambda_n = 0$, if $n \leq 0$. Notice that

$$
\frac{\lambda_n}{\lambda_{n+l}} = \frac{n}{n + l} \leq 1 \quad \text{and} \quad \frac{n}{n + l} \geq \frac{1}{1 + l} \geq \frac{1}{1 + 2(k + r)}, \ \forall n \geq 1.
$$
Meanwhile \( \lim_{n \to \infty} \frac{r}{n^{1/2}} = 1 \), for all \( 0 \leq l \leq 2(k + r) \). Therefore, \( \frac{\lambda}{\lambda_{n+l}} \sim 1 \). Hence, \( \eta_{n,j} \lesssim \sqrt{\mu_{n,k+r}} \), by Equation 6.7 and Equation 6.83. Thus,

\[
\left\| x^r \partial_x^k u \right\|^2 \sim \alpha^{-2r} \left\| \sum_{n=0}^{\infty} \hat{u}_{n,k+r} \sqrt{\mu_{n,k+r}} \sum_{l=(k+r)} u_{n+l}^{\alpha,\beta} \mathcal{H}_{n+l}^{\alpha,\beta}(x) \right\|^2
\]

\[
= \alpha^{-2r} \sum_{n=0}^{\infty} \hat{u}_{n}^{\alpha,\beta} \sqrt{\mu_{n,k+r}} \sum_{l=(k+r)} \sum_{l=(k+r)} \hat{u}_{n}^{\alpha,\beta} \sqrt{\mu_{l,k+r}} \left\langle \mathcal{H}_{n+l}^{\alpha,\beta}(x), \sum_{l=(k+r)}^{k+r} \mathcal{H}_{l+j}^{\alpha,\beta}(x) \right\rangle,
\]

(6.84)

by Equation 6.82. It is clear that the scalar product in Equation 6.84 is nonzero only if \( l = n + i - j \). Also \( \mu_{n,k+r} \sim \mu_{n+i-j,k+r} \), for all \( -(k + r) \leq i,j \leq k + r \), which can be verified by Equation 6.7 and Equation 6.83. Therefore,

\[
\left\| x^r \partial_x^k u \right\|^2 \sim \alpha^{-2r} \sum_{n=0}^{\infty} \mu_{n,k+r} \hat{u}_{n}^{\alpha,\beta} \sum_{l=(k+r)}^{2(k+r)} u_{n+l}^{\alpha,\beta} \leq \alpha^{-2r} \sum_{n=0}^{\infty} \mu_{n,k+r} \sum_{l=(k+r)}^{2(k+r)} \left| u_{n+l}^{\alpha,\beta} \right| \left| u_{n+l}^{\alpha,\beta} \right|
\]

\[
\leq \alpha^{-2r} \sum_{n=0}^{\infty} \mu_{n,k+r} \left( \frac{1}{2} \sum_{l=(k+r)}^{2(k+r)} \left| \hat{u}_{n}^{\alpha,\beta} \right|^2 + \left| u_{n+l}^{\alpha,\beta} \right|^2 \right)
\]

\[
= \alpha^{-2r} \sum_{n=0}^{\infty} \mu_{n,k+r} \left[ 2(k + r) \left| \hat{u}_{n}^{\alpha,\beta} \right|^2 + \frac{1}{2} \sum_{l=(k+r)}^{2(k+r)} \left| u_{n+l}^{\alpha,\beta} \right|^2 \right]
\]

\[
= 2(k + r) \alpha^{-2r} \sum_{n=0}^{\infty} \mu_{n,k+r} \left| \hat{u}_{n}^{\alpha,\beta} \right|^2 + \frac{1}{2} \sum_{n=0}^{\infty} \sum_{l=(k+r)}^{2(k+r)} \mu_{n-l,k+r} \left| u_{n+l}^{\alpha,\beta} \right|^2
\]

\[
\sim \alpha^{-2r} 4(k + r) \sum_{n=0}^{\infty} \mu_{n,k+r} \left| \hat{u}_{n}^{\alpha,\beta} \right|^2 \lesssim \alpha^{-2r} (k + r) \left| u \right|_{W_{k+r}^{1,\beta}(\mathbb{R})}^2.
\]
where the first inequality is followed by Equation 6.84. Until now, we have shown that Equation 6.85 holds for \(d = 1\). For \(d \geq 2\), we shall proceed similarly as for \(d = 1\). Then

\[
\left\| x^r \partial_x^k u \right\|^2 = \left( \prod_{i=1}^{d} \alpha_i^{-2r_i} \right) \left\| \sum_{n \in \mathbb{N}_0^d} \hat{u}_n \right\| \sum_{-(k+r) \leq i \leq k+r} \eta_{n,i} \mathcal{H}_{n+i}^{\alpha,\beta}(x) \right\|^2 \\
\approx \left( \prod_{i=1}^{d} \alpha_i^{-2r_i} \right) \left\| \sum_{n \in \mathbb{N}_0^d} \mu_{n,k+r} \sum_{-2(k+r) \leq l \leq 2(k+r)} \left( \left| \hat{u}_n^{\alpha,\beta} \right|^2 + \left| \hat{u}_{n+l}^{\alpha,\beta} \right|^2 \right) \right\|^2 \\
\lesssim \left( \prod_{i=1}^{d} \alpha_i^{-2r_i} \right) \left\| k + r \right\|_{\text{mix}} \sum_{n \in \mathbb{N}_0^d} \mu_{n,k+r} \left| \hat{u}_n^{\alpha,\beta} \right|^2 \\
\lesssim \left( \prod_{i=1}^{d} \alpha_i^{-2r_i} \right) \left\| k + r \right\|_{\text{mix}} \cdot \left\| u \right\|_{W_{\alpha,\beta}^{m_1}(\mathbb{R}^d)}^2 \left( \left| u_{n+1}^{\alpha,\beta} \right|^2 \right). 
\]

Therefore, we obtain the desired result.

\[ \Box \]

**Corollary 6.3.** For \( u \in \mathcal{W}_{\alpha,\beta}^m(\mathbb{R}^d) \), we have \( \left\| u \right\|_{H^m(\mathbb{R}^d)} \lesssim \left\| u \right\|_{\mathcal{W}_{\alpha,\beta}^m(\mathbb{R}^d)} \), for all \( m \geq 0 \).

**Proof.** From the definitions of \( W_{\alpha,\beta}^m(\mathbb{R}^d) \) and \( H^m(\mathbb{R}^d) \) in Equation 6.18 and Equation 6.81, respectively, we need to show that

\[
\left\| \partial_x^k u \right\|^2 \lesssim \left\| D_x^k u \right\|^2 = \sum_{n \in \mathbb{N}_0^d} \mu_{n,k} \left| \hat{u}_n^{\alpha,\beta} \right|^2, \quad (6.85)
\]
for all $0 \leq |k|_1 \leq m$, by Equation 6.14. The desired results follows immediately from Lemma 6.1 by letting $r = 0$, i.e.,

$$
\left| \partial_k^x u \right|^2 \lesssim |k|_{\text{mix}} \cdot \left| D_k^x u \right|^2.
$$

\[\hfill\]

The convergence rate of the HSM with the HC approximation under the assumptions $(C_1)$-$(C_3)$ is given below.

**Theorem 6.5.** Assume that conditions $(C_1)$-$(C_3)$ are satisfied, and the solution $u \in L^\infty(0,T;K_m^{\alpha,\beta}(\mathbb{R}^d)) \cap L^2(0,T;K_m^{\alpha,\beta}(\mathbb{R}^d))$, for $m > 1$. Let $u_N$ is the approximate solution obtained by HSM, i.e., the solution to Equation 6.77. Then

$$
||u - u_N||(t) \lesssim c^* N^{1-m/2},
$$

where $c^*$ depends on $\alpha$ and the norms of $L^2(0,T;K_m^{\alpha,\beta}(\mathbb{R}^d))$ and $L^\infty(0,T;K_m^{\alpha,\beta}(\mathbb{R}^d))$.

**Proof.** For notational convenience, we denote $U_N = P_N^{\alpha,\beta} u$. It is readily verified that

$$
\langle \partial_t (u - U_N), \varphi \rangle = 0 \quad \Rightarrow \quad \langle \partial_t U_N, \varphi \rangle = \langle -Lu + f, \varphi \rangle, \quad \forall \varphi \in X_N^{\alpha,\beta}. \quad (6.86)
$$
Combining with the formulation of HSM, i.e., Equation 6.77, we have

\[
\langle \partial_t (U_N - u_N), \varphi \rangle = \langle -\mathcal{L}u + f, \varphi \rangle + \mathcal{A}(u_N, \varphi) + \langle f, \varphi \rangle = \mathcal{A}(u_N - u, \varphi)
\]

\[
= -\mathcal{A}(u - U_N, \varphi) - \mathcal{A}(U_N - u_N, \varphi), \quad \forall \varphi \in X_N^\alpha,\beta.
\]

Take \( \varphi = 2(U_N - u_N) \in X_N^\alpha,\beta \), then

\[
\partial_t ||U_N - u_N||^2 = -2\mathcal{A}(u - U_N, U_N - u_N) - 2\mathcal{A}(U_N - u_N, U_N - u_N)
\]

\[
\leq 2C ||u - U_N||_{H_0^1(\mathbb{R}^d)} ||U_N - u_N||_{H_0^1(\mathbb{R}^d)} - 2c ||U_N - u_N||_{H_0^1(\mathbb{R}^d)}^2
\]

\[
\lesssim ||u - U_N||_{H_0^1(\mathbb{R}^d)}^2,
\]

by Equation 6.79, Equation 6.80 and Young’s inequality. With Corollary 6.3 and Corollary 6.2 (if the OHC approximation is considered), we have

\[
\partial_t ||U_N - u_N||^2 \lesssim ||u - U_N||_{W_{1,\alpha,\beta}(\mathbb{R}^d)}||^2 \lesssim N^{1-m}||u||_{K_{\alpha,\beta}(\mathbb{R}^d)}^2
\]

\[
\Rightarrow ||U_N - u_N||^2(t) \lesssim N^{1-m} \left[ \int_0^t ||u||_{K_{\alpha,\beta}(\mathbb{R}^d)}^2(s) ds \right]^{1/2}.
\]
The same estimate holds for the RHC approximation with Corollary 6.2 replaced by Corollary 6.1. Then, we have

\[ ||u - u_N||(t) \leq ||u - U_N||(t) + ||U_N - u_N||(t) \]
\[ \lesssim N^{-\frac{m}{2}} |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}(t) + N^{\frac{1-m}{2}} \left[ \int_0^t |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}^2(s) ds \right]^{\frac{1}{2}} \lesssim c^* N^{\frac{1-m}{2}}, \]

where \( c^* \) depends on \( \alpha \), the norms of \( L^2(0,T; K_{\alpha,\beta}(\mathbb{R}^d)) \) and \( L^\infty(0,T; K_{\alpha,\beta}(\mathbb{R}^d)) \). \( \square \)

However, the assumptions \((C_1)\) and \((C_2)\) are not easy to verify. In the sequel, we make assumptions on the operator \( L \) and the convergence rate of the HSM is investigated under the conditions below. Assume that:

\((C_4)\) The operator \( L \) (c.f. Equation 6.76) is strongly elliptic and uniformly bounded, i.e.,
\[ \sum_{i,j=1}^d a_{ij}(x)\xi_i\xi_j \geq \theta |\xi|^2, \quad \forall \xi \in \mathbb{R}^d, \quad \text{and} \quad ||A||_\infty = \max_{i,j=1,\cdots,d} ||a_{ij}||_\infty < \infty, \]

for \( x \in \mathbb{R}^d \), where \( \theta > 0 \).

\((C_5)\) There exists some constant \( C > 0 \), such that
\[ c(x) - \frac{1}{2} \nabla \cdot b(x) \geq -C, \]

for all \( x \in \mathbb{R}^d \).
There exist some integer indices $\gamma, \delta \in \mathbb{N}_0^d$, such that

$$c(x) \lesssim 1 + x^{2\gamma} \quad \text{and} \quad b_i(x) \lesssim 1 + x^{2\delta}, \quad \forall i = 1, 2, \cdots, d,$$

for all $x \in \mathbb{R}^d$.

**Theorem 6.6.** Assume that conditions $(C_3)$-$(C_6)$ are satisfied. The solution to Equation 6.75 is $u \in L^2(0, T; K^{m}_{\alpha, \beta}(\mathbb{R}^d))$, for some integer $m > \max\{|\gamma|_1, |\delta|_1 + 1\}$. Now let $u_N$ be the approximate solution obtained by HSM, i.e., Equation 6.77, then

$$||u - u_N||(t) \lesssim c^{\sharp} N^{\frac{\max\{|\gamma|_1, |\delta|_1 + 1\} - m}{2}},$$

where $c^{\sharp}$ depends on $\alpha, T$ and the norm of $L^2(0, T; K^{m}_{\alpha, \beta}(\mathbb{R}^d))$.

**Proof.** Similarly as we argued in the proof of Theorem 6.5, denote $U_N = P^\alpha_N u$ for convenience, and let $\varphi = 2(U_N - u_N) \in X^\alpha_N$, then

$$\partial_t ||U_N - u_N||^2 = -2A(u - U_N, U_N - u_N) - 2A(U_N - u_N, U_N - u_N) := XX + XXI, \quad (6.87)$$
where $A$ is defined in Equation 6.78. For XXI,

$$-\frac{1}{2}XXI = \int_{\mathbb{R}^d} (\nabla(U_N - u_N))^T A(\nabla(U_N - u_N)) + \int_{\mathbb{R}^d} (U_N - u_N) b \cdot \nabla(U_N - u_N)$$

$$+ \int_{\mathbb{R}^d} c(U_N - u_N)^2$$

$$= \int_{\mathbb{R}^d} (\nabla(U_N - u_N))^T A(\nabla(U_N - u_N)) + \int_{\mathbb{R}^d} \left( c - \frac{1}{2} \nabla \cdot b \right) (U_N - u_N)^2$$

$$\geq \theta ||\nabla(U_N - u_N)||^2 - C ||U_N - u_N||^2,$$  \hfill (6.88)

by $(C_4)$ and $(C_5)$. Meanwhile, for XX,

$$|XX| = 2 \left[ \int_{\mathbb{R}^d} (\nabla(u - U_N))^T A(\nabla(U_N - u_N)) + \int_{\mathbb{R}^d} (U_N - u_N) b \cdot \nabla(u - U_N)$$

$$+ \int_{\mathbb{R}^d} c(u - U_N)(U_N - u_N) \right]$$

$$\leq 2 ||A||_{\infty} ||\nabla(u - U_N)|| \cdot ||\nabla(U_N - u_N)|| + ||b \cdot \nabla(u - U_N)|| \cdot ||U_N - u_N||$$

$$+ ||c(u - U_N)|| \cdot ||U_N - u_N||$$

$$\lesssim C ||A||_{\infty, b} ||\nabla(u - U_N)||^2 + 2\theta ||\nabla(U_N - u_N)||^2 + ||b \cdot \nabla(u - U_N)||^2 + ||c(u - U_N)||^2$$

$$+ ||U_N - u_N||^2.$$  \hfill (6.89)

On the right-hand side of Equation 6.89, the third and forth terms are to be estimated. Firstly,

$$||c(u - U_N)||^2 \lesssim ||(1 + x^{\gamma})(u - U_N)||^2 \lesssim ||u - U_N||^2 + ||x^{2\gamma}(u - U_N)||^2$$

$$\lesssim ||u - U_N||^2 + \left( \prod_{i=1}^{d} \alpha_i^{-4\gamma_i} \right) ||u - U_N||^{2 L_{\gamma_i} \alpha_i}_{\gamma_i \alpha_i (\mathbb{R}^d)},$$  \hfill (6.90)
by \((C_6)\) and Lemma 6.1. Similarly, from \((C_6)\) again, we deduce that

\[
\|b \cdot \nabla (u - U_N)\|^2 \leq \sum_{i=1}^d \|b_i(x) \partial_{x_i}(u - U_N)\|^2 \lesssim \sum_{i=1}^d \left\|(1 + x^{2\delta}) \partial_{x_i}(u - U_N)\right\|^2
\]

\[
\lesssim \|u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2 + \sum_{i=1}^d \left( \prod_{i=1}^d \alpha_i^{-4\delta_i} \right) \|\partial_{x_i} u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2
\]

\[
\lesssim \|u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2 + d \left( \prod_{i=1}^d \alpha_i^{-4\delta_i} \right) \|\partial_{x_i} u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2.
\]

(6.91)

Combining Equation 6.87 - Equation 6.89, we have

\[
\partial_t \|u_N - U_N\|^2 \lesssim \|\nabla (u - U_N)\|^2 + \|b \cdot \nabla (u - U_N)\|^2 + \|c(u - U_N)\|^2 + C\|u_N - U_N\|^2
\]

\[
\lesssim \|\nabla (u - U_N)\|^2 + C\|u_N - U_N\|^2 + \|u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2
\]

\[
+ \|u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2 + \|u - U_N\|_{W^2_{\alpha,\beta}([R^d])}^2
\]

\[
\lesssim C\|u_N - U_N\|^2 + N^{\text{max}\{\gamma_1, \delta_1 + 1\}} - m \|u\|_{K_{\alpha,\beta}([R^d])}^2.
\]

by Equation 6.90, Equation 6.91 and Corollary 6.1 or Corollary 6.2. Hence,

\[
\|u_N - U_N\|^2(t) \leq e^{Ct} \|u_N - U_N\|^2(0) + N^{\text{max}\{\gamma_1, \delta_1 + 1\}} - m e^{Ct} \int_0^t e^{-Cs} \|u\|_{K_{\alpha,\beta}([R^d])}^2(s) ds
\]

\[
\leq N^{\text{max}\{\gamma_1, \delta_1 + 1\}} - m \int_0^t e^{C(t-s)} \|u\|_{K_{\alpha,\beta}([R^d])}^2(s) ds.
\]
Therefore,

\[
\|u - u_N\|^2(t) \leq \|u - U_N\|^2(t) + \|u_N - U_N\|^2(t)
\]

\[
\lesssim N^{1-m} |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}(t) + N^{\max\{|\gamma|_1,|\delta|_1+1\}-m} \int_0^t e^{C(t-s)} |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}^2(s) ds
\]

\[
\lesssim N^{\max\{|\gamma|_1,|\delta|_1+1\}-m} \int_0^T |u|_{K_{\alpha,\beta}(\mathbb{R}^d)}^2(s) ds.
\]

The desired result is obtained. \(\square\)

6.3 Numerical results

6.3.1 HC approximations with Hermite functions

In Figure 8, we display the indices of RHC and OHC (with \(\gamma = 0.5\)) in dimension 2 with \(N = 31\). It is clear to see that the indices of OHC is a subset of RHC. Furthermore, we list in Table II the number of indices for \(N = 31\) with dimension ranging from 2 to 5.

It is well-known that the abscissas of Hermite polynomials are non-nested, except the origin. It will lead to a larger number of points than those nested quadratures, such as Chebyshev

<table>
<thead>
<tr>
<th>dim</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td># of indices in RHC</td>
<td>176</td>
<td>712</td>
<td>2485</td>
<td>7922</td>
</tr>
<tr>
<td># of indices in OHC ((\gamma = 0.5))</td>
<td>136</td>
<td>440</td>
<td>1264</td>
<td>3392</td>
</tr>
</tbody>
</table>

TABLE II

THE NUMBER OF INDICES FOR \(N = 31\) WITH DIMENSION RANGING FROM 2 TO 5.
polynomials. However, the number is still dramatically reduced, compared to the full grids.

We list in Table III the abscissas of RHC, OHC and full grid for $N = 31$ with the dimension ranging from 2 to 4. It is clear that the abscissas in RHC/OHC are much fewer than thoses in the full grid.

6.3.2 HSM with sparse grid

Although the HC approximation is theoretically feasible, it is not suitable for practical implementations, due to the unclear “combining effecting” of the product rules, i.e., how to determine the weights from different combinations of 1-D Gauss-Hermite quadratures. Thus,
<table>
<thead>
<tr>
<th>dim</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td># of abscissas in OHC (γ = 0.5)</td>
<td>108</td>
<td>3348</td>
<td>28944</td>
</tr>
<tr>
<td># of abscissas in RHC</td>
<td>298</td>
<td>6612</td>
<td>82704</td>
</tr>
<tr>
<td># of abscissas in full grid</td>
<td>961</td>
<td>29791</td>
<td>923521</td>
</tr>
</tbody>
</table>

TABLE III

THE NUMBER OF ABCISSAS OF RHC, OHC AND FULL GRID OF \( N = 31 \) WITH THE DIMENSION RANGING FROM 2 TO 4.

In this subsection, we use the Smolyak’s algorithm (54) to test the accuracy of high-dimensional HSM applied to linear parabolic PDEs.

Let us recall that Smolyak’s algorithm is given by

\[
\mathcal{I}(L, d) = \sum_{L-d+1 \leq |i|_1 \leq L} (-1)^{L-|i|_1} \binom{d-1}{L-|i|_1} (\mathcal{U}_i^1 \otimes \cdots \otimes \mathcal{U}_i^d),
\]

where \( \mathcal{U}_i \) is an indexed family of 1D quadrature, \( i \) is the 1D level; \( i = (i_1, \cdots, i_d) \) is the level vector, \( L \) is the max level. The sparse grid is formed by weighted combinations of those product rules whose product level \( |i|_1 \) falls between \( L - d + 1 \) and \( L \).

In Figure 9, we display the abscissas of the Hermite functions and the index set with level \( L \) ranging from 2 to 4 in \( d = 2 \).
Let us test the accuracy with the following linear parabolic PDE

\[
\begin{aligned}
\partial_t u &= \Delta u - \sum_{i=1}^{d} x_i^2 u + f(x, t) \\
u(x, 0) &= \left( \sum_{i=1}^{d} x_i \right) e^{-\frac{1}{2}(x_1^2 + \cdots + x_d^2)},
\end{aligned}
\]

where $\Delta$ is the Laplacian operator, and

\[
f(x, t) = \left[ \cos t + d \sin t + (d + 2) \sum_{i=1}^{d} x_i \right] e^{-\frac{1}{2}(x_1^2 + \cdots + x_d^2)}.
\]
By direct computations, the exact solution to this PDE is

\[ u(x, t) = \left( \sum_{i=1}^{d} x_i + \sin t \right) e^{-\frac{1}{2}(x_1^2 + \cdots + x_d^2)}. \]

It is known from (39) that the best scaling factor is \( \alpha = 1 \) in this case, since the first two Hermite functions will resolve the exact solution perfectly only with the round-off errors (around \( 10^{-16} \) on my computer). To make the convergence rate observable with respect to the level \( L \), we shall choose the scaling factor \( \alpha \) to be \( 1.01 \times 1 \).

The corresponding spectral scheme (cf. Equation 6.77, Equation 6.78) is as follows:

\[
\begin{align*}
\langle \partial_t u_N(t), \varphi \rangle &= -\langle \nabla u_N, \nabla \varphi \rangle - \sum_{i=1}^{d} \langle x_i^2 u_N, \varphi \rangle + \langle f, \varphi \rangle \\
const{nuN}(0) &= P_N u_0,
\end{align*}
\]

for all \( \varphi \in X_N \). Here, we choose \( X_N = X_N^{\alpha, \beta} = \operatorname{span}\{H_n^{\alpha, \beta}: \Omega_N\} \), from Smolyak (54). Thus, we can write the numerical solution as

\[ u_N(x, t) = \sum_{n \in \Omega_N} a_n(t) H_n^{\alpha, \beta}(x), \]
Taking $\varphi(x) = \mathcal{H}_n^\alpha \beta(x)$ in Equation 6.92, and due to Equation 6.5, Equation 6.4 and Equation 6.13, we arrive at the ODEs

$$
\begin{cases}
\frac{d}{dt}a_n = Aa_n + \hat{f}_n \\
a_n(0) = (\hat{u}_0)_n.
\end{cases}
$$

(6.93)

Here $\hat{f}_n$ (resp. $(\hat{u}_0)_n$) is the Hermite coefficients of $f$ (resp. $u_0$) and the matrix $A$ comes from the Laplacian operator and the potential. In Figure 10, we display the nonzero entries of the matrix $A$ for dimension 3 and 4 with level= 4.

We use a central difference scheme to solve Equation 6.93 with $T = 0.1$, $dt = 10^{-5}$, $\alpha = 1.01 \times 1$ and $\beta = 0$. Figure 11 shows the $L^2$–norm of $(u_N - u_{\text{exact}})$ with respect to the level in dimensions ranging from 2 to 4. It is exactly what we expect, as in the semi-log plot the error goes down almost along a straight line, which indicates that the convergence rate is nearly exponential. However, when the dimension grows, the error becomes slightly larger. This reveals that the convergence rate still slightly deteriorates with increasing dimension.
Figure 10. The nonzero entries in the matrix $A$ (cf. Equation 6.93) are displayed with level = 4. Left: $d = 3$, Right: $d = 4$.

<table>
<thead>
<tr>
<th>level/dim</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.24E-03</td>
<td>7.99E-03</td>
<td>n/a</td>
</tr>
<tr>
<td>3</td>
<td>3.99E-04</td>
<td>544E-03</td>
<td>2.10E-02</td>
</tr>
<tr>
<td>4</td>
<td>4.75E-06</td>
<td>1.93E-03</td>
<td>1.14E-02</td>
</tr>
<tr>
<td>5</td>
<td>2.72E-07</td>
<td>2.66E-04</td>
<td>4.11E-03</td>
</tr>
</tbody>
</table>

Figure 11. The $L^2$ error of $u_N$ with respect to the level in $d = 2, 3$ and $4$ is drawn.


VITA

PERSONAL DETAILS

Birth March, 1982, Chengdu, Sichuan, P. R. China

Gender Female

Address Department of Mathematics, Statistics and Computer Science,
University of Illinois at Chicago,
851 S. Morgan Street, SEO 322
Chicago, IL, 60607, USA

Email xluo6@uic.edu

Homepage http://www.math.uic.edu/~xluo

EDUCATION

Ph. D. in Applied Mathematics 2010-2013(expected)
University of Illinois at Chicago (UIC)

M. S. in Applied Mathematics 2010-2011
UIC

Visiting scholar in Mathematics 2009-2010
UIC

Graduate student research fellow in Mathematics 2008-2009
University of Connecticut

B. S. in Mathematics 2000-2004

East China Normal University (ECNU)

RESEARCH INTERESTS

Analysis of partial differential equations; Nonlinear filtering theory; Numerical analysis of spectral methods; Sparse grid algorithms; Fluid mechanics.

HONORS AND AWARDS

2013 Student Presenter Award, UIC

2013 Chancellor's Graduate Research Fellowship, UIC

2012 GSC Travel Award, UIC

2012 LAS PhD Student Travel Award, UIC

2011 Victor Twersky Memorial Scholarship, UIC

2008 One-year fellowship, China Scholarship Council (CSC)

2005 Excellent Graduate Student Scholarship, ECNU

INVITED TALKS

Dec, 2012 51st IEEE Conference on Decision and Control, Hawaii, US.
CONFERENCES AND WORKSHOPS

Nov, 2012 Madison Autumn Analysis and PDE Workshop, University of Wisconsin-Madison

Apr, 2012 69th Midwest Partial Differential Equations Seminar, UIC

Nov, 2010 66th Midwest Partial Differential Equations Seminar, UIC

Jul, 2008 The 5th East China Partial Differential Equations, Nanjing University, China

Jun, 2007 The 4th East China Partial Differential Equation, Yantai University, China

PUBLICATIONS AND PREPRINTS


12. The quenching behavior of MEMS with fringing field, in preparation.


**PROFESSIONAL ACTIVITIES**

*Member* of AMS, SIAM.


**EXPERIENCES**

**Research assistant, UIC** 2012-2013

- Supported by Prof. Roman Shvydkoy, NSF grant DMS-1210896

**Graduate teaching assistant, UIC** 2010-2012

- Holding the discussion and recitation sections for *Finite Mathematics for Business, Pre-calculus, Calculus III* and *Calculus for Business*.
- Grader for *Introduction to Proofs*.

**SKILLS**

*Languages*  
Mandarin (mother tongue)  
English (fluent)  
French, Japanese (capable of reading academic papers)

*Software*  
MATLAB, LATEX, HTML, C
REFERENCES

Stephen S.-T. Yau \textit{University of Illinois at Chicago, USA and Tsinghua University, P. R. China}

yau@uic.edu, +86 (10) 62787874

Roman Shvydkoy \textit{University of Illinois at Chicago, USA}

shvydkoy@uic.edu, +1 (312) 413-2967

Dong Ye \textit{Universite Paul Verlaine-Metz, France}

dong.ye@univ-metz.fr, +33 (0)3 87 54 72 90

Changfeng Gui \textit{University of Connecticut, USA}

gui@math.uconn.edu, +1 (860) 486-3203

Feng Zhou \textit{East China Normal University, P. R. China}

fzhou@math.ecnu.edu.cn, +86 (21) 62237325